Abstract

The Fourier transform is one of the most fundamental tools for computing the frequency representation of signals. It plays a central role in signal processing, communications, audio and video compression, medical imaging, genomics, astronomy, as well as many other areas. Because of its widespread use, fast algorithms for computing the Fourier transform can benefit a large number of applications. The fastest algorithm for computing the Fourier transform is the FFT (Fast Fourier Transform) which runs in near-linear time making it an indispensable tool for many applications. However, today, the runtime of the FFT algorithm is no longer fast enough especially for big data problems where each dataset can be few terabytes. Hence, faster algorithms that run in sublinear time, i.e., do not even sample all the data points, have become necessary.

This thesis addresses the above problem by developing the Sparse Fourier Transform algorithms and building practical systems that use these algorithms to solve key problems in six different applications.

Specifically, on the theory front, the thesis introduces the Sparse Fourier Transform algorithms: a family of sublinear time algorithms for computing the Fourier transform faster than FFT. The Sparse Fourier Transform is based on the insight that many real-world signals are sparse, i.e., most of the frequencies have negligible contribution to the overall signal. Exploiting this sparsity, the thesis introduces several new algorithms which encompass two main axes:

- **Runtime Complexity:** The thesis presents nearly optimal Sparse Fourier Transform algorithms that are faster than FFT and have the lowest runtime complexity known to date.

- **Sampling Complexity:** The thesis presents Sparse Fourier Transform algorithms with optimal sampling complexity in the average case and the same nearly optimal runtime complexity. These algorithms use the minimum number of input data samples and hence, reduce acquisition cost and I/O overhead.

On the systems front, the thesis develops software and hardware architectures for leveraging the Sparse Fourier Transform to address practical problems in applied fields. Our systems customize the theoretical algorithms to capture the structure of sparsity in each application, and hence maximize the resulting gains. We prototype all of our systems and evaluate them in accordance with
the standard’s of each application domain. The following list gives an overview of the systems presented in this thesis.

- **Wireless Networks:** The thesis demonstrates how to use the Sparse Fourier Transform to build a wireless receiver that captures GHz-wide signals without sampling at the Nyquist rate. Hence, it enables wideband spectrum sensing and acquisition using cheap commodity hardware.

- **Mobile Systems:** The thesis uses the Sparse Fourier Transform to design a GPS receiver that both reduces the delay to find the location and decreases the power consumption by $2 \times$.

- **Computer Graphics:** Light fields enable new virtual reality and computational photography applications like interactive viewpoint changes, depth extraction and refocusing. The thesis shows that reconstructing light field images using the Sparse Fourier Transform reduces camera sampling requirements and improves image reconstruction quality.

- **Medical Imaging:** The thesis enables efficient magnetic resonance spectroscopy (MRS), a new medical imaging technique that can reveal biomarkers for diseases like autism and cancer. The thesis shows how to improve the image quality while reducing the time a patient spends in an MRI machine by $3 \times$ (e.g., from two hours to less than forty minutes).

- **Biochemistry:** The thesis demonstrates that the Sparse Fourier Transform reduces NMR (Nuclear Magnetic Resonance) experiment time by $16 \times$ (e.g. from weeks to days), enabling high dimensional NMR needed for discovering complex protein structures.

- **Digital Circuits:** The thesis develops a chip with the largest Fourier Transform to date for sparse data. It delivers a 0.75 million point Sparse Fourier Transform chip that consumes $40 \times$ less power than prior FFT VLSI implementations.
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Chapter 1

Introduction

The Fourier transform is one of the most important and widely used computational tasks. It is a foundational tool commonly used to analyze the spectral representation of signals. Its applications include audio/video processing, radar and GPS systems, wireless communications, medical imaging and spectroscopy, the processing of seismic data, and many other tasks [14, 27, 77, 137, 176, 183]. Hence, faster algorithms for computing the Fourier transform can benefit a wide range of applications. The fastest algorithm to compute the Fourier transform today is the Fast Fourier Transform (FFT) algorithm [34]. Invented in 1965 by Cooley and Tukey, the FFT computes the Fourier transform of a signal of size \( n \) in \( O(n \log n) \) time. This near-linear time of the FFT made it one of the most influential algorithms in recent history [32]. However, the emergence of big data problems, in which the processed datasets can exceed terabytes [154], has rendered the FFT’s runtime too slow. Furthermore, in many domains (e.g., medical imaging, computational photography), data acquisition is costly or cumbersome, and hence one may be unable to collect enough measurements to compute the FFT. These scenarios motivate the need for sublinear time algorithms that compute the Fourier transform faster than the FFT algorithm and use only a subset of the input data required by the FFT.

The key insight to enable sublinear Fourier transform algorithms is to exploit the inherent sparsity of natural signals. In many applications, most of the Fourier coefficients of the signal are small or equal to zero, i.e., the output of the Fourier transform is sparse. For such signals, one does not need to compute the entire output of the Fourier transform; it is sufficient to only compute the large frequency coefficients. Fourier sparsity is in fact very common as it appears in audio/video, medical imaging, computational learning theory, analysis of Boolean functions, similarity search in databases, spectrum sensing, datacenter monitoring, etc [5, 28, 95, 112, 114, 130].

The research presented in this thesis pursues the above insight in the context of both algorithms and systems in order to answer the following two core questions:

\[ \text{How can we leverage sparsity to design faster Fourier transform algorithms?} \]

\[ \& \]

\[ \text{How do we build software and hardware systems that adapt our algorithms to various application domains in order to deliver practical gains?} \]
This thesis answers the above questions by developing the Sparse Fourier Transform algorithms: a family of sublinear algorithms for computing the Fourier transform of frequency-sparse signals faster than FFT and using a small subset of the input samples. The thesis also develops architectures for leveraging sparsity to build practical systems that solve key problems in wireless networks, mobile systems, computer graphics, medical imaging, biochemistry and digital circuits.

This thesis makes both theoretical and systems contributions. The theoretical contributions form the algorithmic foundations of the Sparse Fourier Transform which encompass two main axes:

- **Optimizing the Runtime Complexity:** The thesis presents Sparse Fourier Transform algorithms with the lowest runtime complexity known to date. For exactly sparse signals, we present an algorithm that runs in $O(k \log n)$ time where $k$ is the number of large frequency coefficients (i.e. sparsity) and $n$ is the signal size. This algorithm is optimal if the FFT algorithm is optimal. For approximately sparse signals, which we will formally define in Section 1.1.1, we present an algorithm that runs in $O(k \log n \log (n/k))$ time which is $\log n$ factor away from optimal. Both algorithms improve over FFT for any sparsity $k = o(n)$ and have small “Big-Oh” constants. As a result, they are often faster than FFT in practice and run quickly on very large data sets.

- **Optimizing the Sampling Complexity:** The thesis presents Sparse Fourier Transform algorithms with the optimal sampling complexity for average case inputs, i.e., these algorithms use the minimum number of input data samples that would produce a correct answer. Hence, they reduce the acquisition cost, bandwidth and I/O overhead needed to collect, transfer and store the data. Specifically, these algorithms require only $O(k)$ samples for exactly sparse signals and $O(k \log n)$ samples for approximately sparse signals while keeping the same runtime complexity of the aforementioned worst case algorithms. Furthermore, the algorithms naturally extend to multi-dimensional Sparse Fourier Transforms, without incurring much overhead.

The simplicity and practicality of the Sparse Fourier Transform algorithms allowed us to use them to build six new systems that address major challenges in the areas of wireless networks and mobile systems, computer graphics, medical imaging, biochemistry and digital circuits. Table 1.1 summarizes the systems developed in this thesis and our contributions to each application.

Leveraging the Sparse Fourier Transform to build practical systems, however, is not always straightforward. The Sparse Fourier Transform is a framework of algorithms and techniques for analyzing sparse signals. It inherently depends on the sparsity of the signal which changes from one application to another. Thus, incorporating domain knowledge from each application allows us to deliver much more significant gains. First, different applications exhibit different levels and structure of sparsity. For example, in wireless networks, occupied frequencies in the wireless spectrum are not randomly distributed. They are instead clustered based on transmission regulations set by the FCC. Hence, incorporating the structure of the sparsity into the algorithm and system is essential for achieving good performance gains. In addition, in some applications such as medical imaging, the sparsity of the signal is not apparent, which requires developing methods to sparsify the signal before being able to use the Sparse Fourier Transform. In other applications, sparsity appears only in part of the system and thus we have to redesign the entire system in order to propagate the gains of the Sparse Fourier Transform to other stages and improve the overall system
### Wireless Networks

**Spectrum Sensing & Acquisition**
Realtime GHz-wide spectrum acquisition requires costly and highly customized hardware that consumes high power.

**Contribution:** Built a receiver that can acquire a bandwidth 6× larger than its digital sampling rate enabling realtime GHz spectrum sensing and decoding using cheap components typically used in WiFi receivers.

### Medical Imaging

**Magnetic Resonance Imaging (MRI)**
Magnetic resonance spectroscopy (MRS) detects the biochemical content of each voxel in the brain and can be used to discover disease biomarkers.

**Contribution:** Delivered a system for processing MRS data that enhances image quality and reduces the time the patient has to spend in the MRI machine by 3×.

### Mobile Systems

**GPS**
GPS receivers consume a lot of power on mobile devices which drains the battery.

**Contribution:** Designed a GPS receiver that reduces the time and power it takes the receiver to lock on its location.

### Biochemistry

**Nuclear Magnetic Resonance**
NMR is used to discover biomolecular structures of proteins.

**Contribution:** Reduced NMR experiment time by 16× enabling high-dimensional NMR which is needed for discovering complex protein structures.

### Computer Graphics

**Light Field Photography**
Light field photography uses a camera array to refocus and change the viewpoint in post-processing.

**Contribution:** Developed a light field reconstruction system that reduces the camera sampling requirements and improves image reconstruction quality.

### Digital Circuits

**Sparse Fourier Chip**
Massive size Fourier transforms require large silicon area and consume high power.

**Contribution:** Delivered a 0.75 million point Fourier transform chip for sparse data that consumes 40× less power than prior FFT VLSI implementations.

---

**Table 1.1:** Practical Systems Developed Using the Sparse Fourier Transform
performance. Hence, adapting the Sparse Fourier Transform into practical applications requires a deep understanding of the application domain and customizing the algorithms to become more in-sync with the system requirements.

The next two sections provide an overview of the theoretical algorithms and the software and hardware systems developed in this thesis.

1.1 Sparse Fourier Transform Algorithms

The existence of Fourier transform algorithms faster than FFT is one of the central questions in the theory of algorithms. The past two decades have witnessed significant advances in sublinear Fourier algorithms for sparse signals. The first such algorithm (for the Hadamard transform) appeared in [102] (building on [63]). Since then, several sublinear algorithms for complex Fourier inputs have been discovered [6, 7, 57, 59, 88, 116]. The main value of these algorithms is that they outperform FFT’s runtime for sparse signals. For very sparse signals, the fastest algorithm is due to [59] and has $O(k \log^c(n) \log(n/k))$ runtime, for some $c > 2$. This algorithm outperforms FFT for any $k$ smaller than $\Theta(n/\log^a n)$ for some $a > 1$.

Despite this impressive progress, the prior work suffers from two main limitations. First, none of the existing algorithms improves over FFT’s runtime for the whole range of sparse signals, i.e., $k = o(n)$. Second, the aforementioned algorithms are quite complex, and suffer from large “Big-Oh” constants that lead to long runtime in practice. For example, an implementation of the algorithm in [59] can only outperform FFT for extremely sparse signals where $k/n \leq 3.2 \times 10^{-5}$ [89]. The algorithms in [57, 88] require an even sparser signal (i.e., larger $n$ and smaller $k$). As a result, it has been difficult to incorporate those algorithms into practical systems.

In this section, we give an overview of our Sparse Fourier Transform algorithms, which address the above limitations of prior work. We start by formalizing the problem. We then describe the algorithmic framework underlying all of our Sparse Fourier Transform algorithms. Once we establish this framework, we describe the different techniques that can be used at each step of a Sparse Fourier Transform algorithm. We finally present the various algorithms that result from using these techniques.

1.1.1 Problem Statement

Consider a signal $x$ of size $n$ whose discrete Fourier transform is $\hat{x}$ defined by:

$$
\hat{x}(f) = \sum_{t=0}^{n-1} x(t) \cdot e^{-j2\pi ft/n}
$$

(1.1)

$\hat{x}$ is exactly $k$-sparse if it has exactly $k$ non-zero frequency coefficients while the remaining $n - k$ coefficients are zero. In this case, the goal of the Sparse Fourier Transform is to exactly recover $\hat{x}$ by finding the frequency positions $f$ and values $\hat{x}(f)$ of the $k$ non-zero coefficients. For general signals, the Sparse Fourier Transform computes a $k$-sparse approximation $\hat{x}'$ of $\hat{x}$. The best $k$-sparse approximation of $\hat{x}$ can be obtained by setting all but the largest $k$ coefficients of $\hat{x}$ to 0.
The goal is to compute an approximation \( \hat{x}' \) in which the error in approximating \( \hat{x} \) is bounded by the error on the best \( k \)-sparse approximation. Formally, \( \hat{x} \) has to satisfy the following \( \ell_2/\ell_2 \) guarantee:

\[
\| \hat{x} - \hat{x}' \|_2 \leq C \min_{k\text{-sparse } y} \| \hat{x} - y \|_2,
\]

where \( C \) is some approximation factor and the minimization is over exactly \( k \)-sparse signals.

In the remainder of this section, we will describe the algorithmic framework and techniques in terms of exactly sparse signals. However, the full details and extensions to the general case of approximately sparse signals can be found in Chapters 3, 4, and 5.

### 1.1.2 Algorithmic Framework

The Sparse Fourier Transform has three main components: Frequency Bucketization, Frequency Estimation, and Collision Resolution.

1. Frequency Bucketization:

The Sparse Fourier Transform starts by hashing the frequency coefficients of \( \hat{x} \) into buckets such that the value of the bucket is the sum of the values of the frequency coefficients that hash into the bucket. Since \( \hat{x} \) is sparse, many buckets will be empty and can be simply discarded. The algorithm then focuses on the non-empty buckets and computes the positions and values of the large frequency coefficients in those buckets in what we call the frequency estimation step.

The process of frequency bucketization is achieved through the use of filters. A filter suppresses and zeroes out frequency coefficients that hash outside the bucket while passing through frequency coefficients that hash into the bucket. The simplest example of this is the aliasing filter. Recall the following basic property of the Fourier transform: subsampling in the time domain causes aliasing in the frequency domain. Formally, let \( b \) be a subsampled version of \( x \), i.e., \( b(i) = x(i \cdot p) \) where \( p \) is a subsampling factor that divides \( n \). Then, \( \hat{b} \), the Fourier transform of \( b \) is an aliased version of \( \hat{x} \), i.e.:

\[
\hat{b}(i) = \sum_{m=0}^{p-1} \hat{x}(i + m(n/p)).
\]

Thus, an aliasing filter is a form of bucketization in which frequencies equally spaced by an interval \( B = n/p \) hash to the same bucket and there are \( B \) such buckets as shown in Figure 1-1. The hashing function resulting from this bucketization can be written as: \( h(f) = f \mod n/p \). Further, the value in each bucket is the sum of the values of only the frequency coefficients that hash to the bucket as can be seen from Equation 1.3.

For the above aliasing filter, the buckets can be computed efficiently using a \( B \)-point FFT which takes \( O(B \log B) \) time. We set \( B = O(k) \) and hence bucketization takes only \( O(k \log k) \) time and uses only \( O(B) = O(k) \) of the input samples of \( x \). In Section 1.1.3, we describe additional types of filters that are used by our Sparse Fourier Transform algorithms to perform frequency bucketization.
2. Frequency Estimation:

In this step, the Sparse Fourier Transform estimates the positions and values of the non-zero frequency coefficients which created the energy in each of the non-empty buckets. Since \( \hat{x} \) is sparse, many of the non-empty buckets will likely have a single non-zero frequency coefficient hashing into them, and only a small number will have a collision of multiple non-zero coefficients. We first focus on buckets with a single non-zero frequency coefficients and estimate the value and the position of this non-zero frequency, i.e., \( \hat{x}(f) \) and the corresponding \( f \).

In the absence of a collision, the value of the non-zero frequency coefficient is the value of the bucket it hashes to since all other frequencies that hash into the bucket have zero values. Hence, we can easily find the value of the non-zero frequency coefficient in a bucket. However, we still do not know its frequency position \( f \), since frequency bucketization mapped multiple frequencies to the same bucket. The simplest way to compute \( f \) is to leverage the phase-rotation property of the Fourier transform, which states that a shift in time domain translates into phase rotation in the frequency domain [115]. Specifically, we perform the process of bucketization again, after a circular shift of \( x \) by \( \tau \) samples. Since a shift in time translates into a phase rotation in the frequency domain, the value of the bucket changes from \( \hat{b}(i) = \hat{x}(f) \) to \( \hat{b}(\tau)(i) = \hat{x}(f) \cdot e^{j\Delta \phi} \) where the phase rotation is:

\[
\Delta \phi = 2\pi f \tau / n
\]

Hence, using the change in the phase of the bucket, we can estimate the position of the non-zero frequency coefficient in the bucket. Note that the phase wraps around every \( 2\pi \) and so the shift \( \tau \) should be 1 to avoid the phase wrapping for large values of \( f \).\(^1\) Since, there are \( k \) non-zero frequency coefficients, this frequency estimation can be done efficiently using at most \( O(k) \) computations. In Section 1.1.3, we describe additional techniques that are used by our Sparse Fourier Transform algorithms to estimate the values and positions of non-zero frequency coefficients.

3. Collision Resolution:

Non-zero frequency coefficients that are isolated in their own bucket can be properly estimated as described above. However, when non-zero frequencies collide in the same bucket, we are unable

\(^1\)Note that for approximately sparse signals, multiple time shifts are used to average the noise and ensure robust estimation as we show in Chapter 4.
Figure 1-2: **Resolving collisions with Co-prime Aliasing:** Using 2 co-prime aliasing filters, we ensure the frequencies that collide in one filter will not collide in the second. For example, frequencies 5 and 9 collide in the first filter. But frequency 5 does not collide in the second which allows us to estimate it and subtract it.

to estimate them correctly. Hence, to recover the full frequency spectrum, we need to resolve the collisions.

To resolve collision, we need to repeat the frequency bucketization in a manner that ensures that the same non-zero frequencies do not collide with each other every time. The manner in which we achieve this depends on the type of filter used for bucketization. For example, with the aliasing filters described above, we can bucketize the spectrum multiple times using aliasing filters with co-prime sampling rates. This changes the hashing function from \( h(f) = f \mod n/p \) to \( h'(f) = f \mod n/p' \) where \( p \) and \( p' \) are co-prime. Co-prime aliasing filters guarantee that any two frequencies that collide in one bucketization will not collide in the other bucketization. To better understand this point, consider the example in Figure 1-2. The first time we bucketize, we use an aliasing filter that sub-samples the time signal by a factor of 3. In this case, the two frequencies labeled in red and blue collide in a bucket whereas the frequency labeled in green does not collide, as shown in the figure. The second time we bucketize, we use an aliasing filter that sub-samples by 4. This time the blue and green frequencies collide whereas the red frequency does not collide. Now we can resolve collisions by iterating between the two bucketizations. For example, we can estimate the green frequency from the first bucketization, where it does not collide.\(^2\) We subtract the green frequency from the colliding bucket in the second bucketization to obtain the blue frequency. We then go back to the first bucketization and subtract the blue frequency from the bucket where it collides to obtain the red frequency.

Iterating between the different bucketizations by estimating frequencies from buckets where

---

\(^2\)In Chapter 5, we will present techniques to detect collisions. However, accurately detecting collision is not always necessary. Since \( \tilde{x} \) is sparse, the number of collisions will be very small and errors caused by assuming a non-zero frequency is isolated when it is in a collision can be corrected in subsequent iterations of the algorithm.
they do not collide and subtracting them from buckets where they do collide, ensures that each non-zero frequency will be isolated in its own bucket during some iteration of the algorithm. This allows us to estimate each non-zero frequency correctly. Thus, at the end of the collision resolution step, we have recovered all non-zero frequencies and hence have successfully computed the Fourier transform of the signal.

1.1.3 Algorithmic Techniques

The previous section established a general framework for computing the Sparse Fourier Transform and gave one example of a technique that can be used in each step of this framework. In this section, we describe a more comprehensive list of techniques that are used by different Sparse Fourier Transform algorithms.

1. Frequency Bucketization Techniques:

As described earlier bucketization is done using filters. The choice of the filter can severely affect the running time of a Sparse Fourier Transform algorithm. Ideally, we would like a filter that uses a small number of input time samples to hash the frequency coefficients into buckets. For example, the rectangular or boxcar filter shown in Figure 1-3(a), uses only $B$ time samples to hash the frequency coefficients into $B$ buckets which is ideal in time domain. However, in the frequency domain, it is equal to the sinc function, which decays polynomially as shown in Figure 1-3(a). This polynomial decay means that the frequency coefficients “leak” between buckets, i.e., the value of the bucket is no longer the sum of $n/B$ coefficients that hash to the bucket. It is a weighted sum of all the $n$ frequency coefficients. Hence, a non-zero frequency coefficient can never be isolated in a bucket and estimated correctly. One the other hand, a rectangular filter is ideal in the frequency domain since it has no leakage as shown in Figure 1-3(b). However, it is sinc function in the time domain and hence requires using all $n$ input samples which take at least $\Omega(n)$ time to process.

In this thesis, we identify several efficient filters that use a small number of samples in time domain and have minimal or no leakage in the frequency domain and as a result can be used to perform fast bucketization.

- **Flat Window Filter:** This filter looks very similar to a rectangle or box in the frequency domain while still using a small number of time samples. An example of such filter is a Gaussian function multiplied by a sinc function in the time domain which is shown in Figure 1-3(c). Since the Gaussian function decays exponentially fast both in time and frequency, the leakage between buckets in this filter is negligible and can be ignored. Similarly, the filter is concentrated in time and hence uses only a small number of time samples. The resulting hash function of such filter can be written as $h(f) = \lceil f/(n/B) \rceil$. Gaussian is only one example of such functions. One can potentially use a Dolph-Chebyshev or a Kaiser-Bessel function as we describe in more detail in Chapter 2.

---

3The sinc function is defined as: $\text{sinc}(x) = \sin(x)/x$. 
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Figure 1-3: Filters used for Frequency Bucketization shown in the time (upper row) and the frequency (lower row) domain.

Figure 1-4: Fourier Projection Filters: The top row of figures shows the sampled lines of the time signal and the bottom row of figures shows how the spectrum is projected. Frequencies of the same color are projected onto the same point. (a) row projection (b) column projection (c) diagonal projection (d) line with slope = 2.

- **Aliasing Filter:** We presented this filter in the previous section. It is simply a spike-train of period $p$ in time domain since it sub-samples the time domain signal by a factor of $p$ as shown in Figure 1-3(d). It is also a spike-train in the frequency domain since it sums up frequency coefficients that are equally spaced by $n/p$. The aliasing filter is ideal both in time and in frequency since it only uses $B$ time samples and has zero leakage between buckets. Unfortunately, we will later show that the aliasing filter does not lend itself to powerful randomization techniques and as a result, can only be shown to work for average case input signals as opposed to worst case.
- **Fourier Projection Filter:** This filter is a generalization of the aliasing filter to higher dimensions. It is a direct result of the *Fourier Slice Projection Theorem* which states that taking the Fourier transform of samples along a slice (e.g. a 1D line in 2D time signal or a 2D plane in a 3D signal) results in the orthogonal projection of the frequency spectrum onto the corresponding slice in the Fourier domain. For example, if we sample a row in a 2D time domain signal and then take its 1D Fourier transform, each output point of the Fourier transform will be the sum of the coefficients along one column as shown in Figure 1-4 (a). Alternatively, if we sample a column, each output point will be the sum of the coefficients along one row as shown in Figure 1-4 (b). This also holds for any discrete line as shown in Figure 1-4 (c,d). Thus, if we sample a line with slope equal to 1 or 2, we get a projection in the frequency domain along lines with slopes equal to $-1$ or $-1/2$. Note that discrete lines wrap around and hence can generate non-uniform sampling as shown in Figure 1-4 (d).

2. **Frequency Estimation Techniques:**

Recall that the goal of the frequency estimation step is to compute the positions $f$ and values $\hat{x}(f)$ of the non-zero frequency coefficients that have been hashed to non-empty buckets. In what follows, we will present the techniques used by the Sparse Fourier Transform algorithms to perform frequency estimation.

- **Time-Shift/Phase-Rotation Approach:** In this approach, which we have previously described in Section 1.1.2, we repeat the bucketization after shifting the time signal $x$ by a circular shift of $\tau$ samples. For buckets with a single isolated non-zero frequency coefficient, this results in a phase rotation $\Delta \phi$ of the complex value of the coefficient, $\Delta \phi = 2\pi f \tau / n$ which we can use to compute the frequency position $f$. Since the frequency is isolated, its value can be immediately computed from the value of the bucket as described in the previous section. This is an extremely efficient approach since it requires constant $O(1)$ time to estimate each non-zero frequency. For noisy signals, we repeat this process for multiple different time shifts to average the noise. The details of how we average the noise to ensure robust recovery can be found in Chapter 4.

- **Voting Approach:** This is a non-iterative streaming approach where we repeat the bucketization few times while changing the hashing function. For each bucketization, the non-empty buckets vote for all the frequency coefficients that hash into those buckets. Non-zero frequency coefficients will get a vote from every bucketization with high probability. On the other hand, zero and negligible frequencies are unlikely to get many votes. Hence, after repeating the bucketization and this voting procedure a few times, the $k$ non-zero frequency coefficients will have the largest number of votes and can be identified. In Chapter 3, we will show that this approach is more resilient to signal noise. However, this comes at the cost of increased runtime which we prove to be $O(\log n \sqrt{nk \log n})$.

3. **Collision Resolution Techniques:**

Collision resolution is achieved by repeating the bucketization in a manner that changes the way frequency coefficients hash into buckets so that the same coefficients do not continue to collide.
We can randomize the hashing function if we can perform a random permutation of the positions of the coefficients in \( \hat{x} \) before repeating the bucketization. This can be achieved by rearranging the indices of the input time signal \( x \) and rescaling it in the following manner:

\[
x'(t) = x(\sigma t \mod n) \cdot e^{-j2\pi \beta t / n}
\]  

(1.5)

where \( \sigma \) is a random integer invertible modulo \( n \) and \( \beta \) is a random integer. This results in a random linear mapping of the positions of the frequency coefficients: \( f \rightarrow \sigma^{-1} f + \beta \mod n \). The proof of this can be found in Chapter 2. While this randomization is a very powerful collision resolution technique, it only works with the flat window filter and does not work with aliasing filters as we will show in Chapter 3. To resolve collisions using aliasing filters, we need to use co-prime subsampling \( i.e. \) subsample the signal using different co-prime subsampling rates as explained in the previous section.

### 1.1.4 Algorithmic Results

In this section, we will present the theoretical results of the Sparse Fourier Transform algorithms that we developed. All the algorithms follow the framework described in Section 1.1.2. However, they use different techniques from Section 1.1.3 and as a result achieve different runtime and sampling complexities as well as different guarantees. Most of the theoretical algorithms presented in this thesis are randomized and succeed with a large constant probability. Table 1.2 summarizes the theoretical Sparse Fourier Transform algorithms presented in this thesis along with their complexity results, guarantees and techniques used.

### 1.2 Applications of the Sparse Fourier Transform

The second half of this dissertation focuses on developing software and hardware systems that harness the Sparse Fourier Transform to solve practical problems. The thesis presents the design and implementation of six new systems that solve challenges in the areas of wireless networks, mobile systems, computer graphics, medical imaging, biochemistry, and digital circuits. All six systems are prototyped and evaluated in accordance with the standards of each application’s field.

Adapting the Sparse Fourier transform to a particular application requires a careful design and deep knowledge of the application domain. The Sparse Fourier transform is a framework of algorithms and techniques for analyzing sparse signals. It is not a single algorithm that can be plugged directly into an application. To apply it to a problem, one has to deeply understand the structure of the sparsity in the application of interest, and customize the framework to the observed sparsity. More generally, real applications add new constraints that are application-dependent, and can deviate from our mathematical abstraction. Below we highlight some of the common themes that arise in mapping the Sparse Fourier Transform to practical systems.

---

4Note that only time samples that will be used by the bucketization filters need to be computed.
<table>
<thead>
<tr>
<th>Chapter</th>
<th>Algorithm</th>
<th>Runtime / Sampling Complexity</th>
<th>Sparsity Range</th>
<th>Model &amp; Guarantee</th>
<th>Analysis</th>
<th>Bucketization &amp; Estimation Techniques</th>
</tr>
</thead>
</table>
| 3       | SFT 1.0*  | $O(\log n \sqrt{nk \log n})$ | $O(n/\log n)$ | Approximate $(\ell_\infty/\ell_2)$ | Worst Case | • Flat Window  
• Voting |
|         | SFT 2.0   | $O(\log n^{3/2} \sqrt{kn^2 \log n})$ | $O(n/\sqrt{n \log n})$ | Approximate (Heuristic) | Worst Case | • Flat Window  
• Aliasing  
• Voting |
| 4       | SFT 3.0   | $O(k \log n)$ | $O(n)$ | Exact | Worst Case (Time Optimal) | • Flat Window  
• Phase Rotation |
|         | SFT 4.0   | $O(k \log n \log (n/k))$ | $O(n)$ | Approximate $(\ell_2/\ell_2)$ | Worst Case | • Flat Window  
• Phase Rotation |
|         | SFT 4.1   | $O(k \log^2 n \log (n/k))$ | $O(n/\log n \log \log n)$ | Approximate $(\ell_2/\ell_2)$ | Worst Case, 2D | • Flat Window  
• Phase Rotation |
| 5       | SFT 5.1   | $O(k \log k)$ Time  $O(k)$ Samples | $O(\sqrt{n})$ | Exact | Average Case, 2D (Optimal) | • Projections  
& Aliasing  
• Phase Rotation |
|         | SFT 6.0   | $O(k \log^2 n)$ Time  $O(k \log n)$ Samples | $\Theta(\sqrt{n})$ | Approximate $(\ell_2/\ell_2)$ | Average Case, 2D (Sample Optimal) | • Projections  
• Phase Rotation |

Table 1.2: Theoretical Sparse Fourier Transform Algorithms

(*) The sampling complexity of algorithms SFT 1.0–4.1 is the same as their runtime complexity.
• **Structure of Sparsity:** In most applications, the occupied frequency coefficients are not randomly distributed; they follow a specific structure. For example, as mentioned earlier, in wireless communication, the occupied frequencies in the wireless spectrum are clustered. In computational photography, the occupied frequencies are more likely to be present in part of the Fourier spectrum. On the other hand, in an application like GPS, the occupied coefficient can be anywhere. Understanding the structure of sparsity in each application allows us to design a system that leverages it to achieve the best performance gains.

• **Level of Sparsity:** A main difference between theory and practice is that the Sparse Fourier Transform algorithms operate in the discrete domain. In real and natural signals, however, the frequency coefficients do not necessarily lie on discrete grid points. Simply rounding off the locations of the coefficients to the nearest grid points can create bad artifacts which significantly reduce the sparsity of the signal and damage the quality of the results. This problem occurs in application like medical imaging and light-field photography. Hence, we have to design systems that can sparsify the signals and recover their original sparsity in the continuous domain in order to address the mismatch between the theoretical Sparse Fourier Transform framework and the scenarios in which it is applied.

• **System Requirements:** Different applications have different goals. For example, in medical imaging, the acquisition cost is high since it requires the patient to spend more time in the MRI machine while processing the captured data afterwards is not a problem. Hence, the goal would be to minimize the number of input samples that need to be collected even if it requires additional processing time. On the other hand, in applications like GPS, collecting the samples is very cheap. However, processing them consumes a lot of power. Hence, the goal would be to minimize computational load even if all the input samples are used. Finally, in applications like spectrum acquisition and NMR spectroscopy, the goal would be to minimize both the runtime and the sampling. Hence, understanding the system is essential for adapting the Sparse Fourier Transform techniques to satisfy the requirements of each application.

• **System Architecture:** In some applications, the applicability of the Sparse Fourier Transform to a system architecture might not even be apparent. For example, the Fourier transform of the GPS signal is not sparse and hence applying the Sparse Fourier Transform directly to GPS is not feasible. However, we observed that the GPS receiver correlates its signal with a special code transmitted by the satellite, and the output of the correlation is sparse because it spikes only when the code and the signal are aligned. Hence, we have to map this indirect form of sparsity to the Sparse Fourier Transform framework. We also need to ensure that the gains of the Sparse Fourier Transform are not bottlenecked by other components in the system. Thus, careful system design is essential for propagating these gains along the system pipeline and improving the overall system performance.

• **Signal to Noise Ratio:** In practice, the gains of the Sparse Fourier Transform are constraint by the noise level in the system. It is essential to perform sampling and processing that would be sufficient to bring the signal above the noise floor of the system. For example, although the sparsity that appears in a GPS system is extremely high (≈0.025%), GPS signals are -30 dB
to -20 dB below the noise floor which requires additional computation that upper bounds the performance gains. Thus, understanding the noise level and structure is essential in designing any system that uses the Sparse Fourier Transform.

The following subsections summarize the developed systems in this thesis and how they benefit from the Sparse Fourier Transform.

### 1.2.1 Spectrum Sensing and Decoding

The ever-increasing demand for wireless connectivity has led to a spectrum shortage which prompted the FCC to release multiple new bands for dynamic spectrum sharing. This is part of a bigger vision to dynamically share much of the currently under-utilized spectrum, creating GHz-wide spectrum superhighways that can be shared by different types of wireless services. However, a major technical obstacle precluding this vision is the need for receivers that can capture and sense GHz of spectrum in real-time in order to quickly identify unoccupied bands. Such receivers consume a lot of power because they need to sample the wireless signal at GigaSample/s.

To overcome this challenge, we leverage the fact that the wireless spectrum is sparsely utilized and use the Sparse Fourier Transform to build a receiver that can capture and recover GHz of spectrum in real-time, while sampling only at MegaSample/s. We use the aliasing filters and phase rotation techniques described in Section 1.1.3 to build the entire receiver using only cheap, low power hardware similar to what is used today by WiFi and LTE in every mobile phone. We implement our design using three software radios, each sampling at 50 MegaSample/s, and produce a device that captures 0.9 GHz – i.e., 6× larger digital bandwidth than the three software radios combined. The details of the system design, implementation and evaluation can be found in Chapter 7.

### 1.2.2 GPS Receivers

GPS is one of the most widely used wireless systems. In order to calculate its position, a GPS receiver has to lock on the satellite signals by aligning the received signal with each satellite’s code. This process requires heavy computation, which consumes both time and power. As a result, running GPS on a phone can quickly drain the battery.

We introduced a new GPS receiver that minimizes the required computation to lock on the satellite’s signal hence reducing localization delay and power consumption. Specifically, We observed that GPS synchronization can be reduced into a sparse computation problem by leveraging the fact that only the correct alignment between the received GPS signal and the satellite code causes their correlation to spike. We built on this insight to develop a GPS receiver that exploits the Sparse Fourier Transform to quickly lock on the satellite signal and identify its location. We prototyped this design using software radios. Our empirical results with real satellite signals demonstrate that the new GPS receiver reduces the computational overhead by 2× to 6×, which translates into significant reduction in localization delay and power consumption. Chapter 8 presents the analysis and evaluation of the design in detail.
1.2.3 Light Field Photography

Light field photography is an active area in graphics where a 2D array of cameras or lenslets is used to capture the 4D light field of a scene. This enables a user to extract the 3D depth, refocus the scene to any plane, and change the angle from which he views the scene. This is essential for VR (Virtual Reality) systems as well as post processing of images and videos. Capturing light fields, however, is costly since it requires many cameras or lenslets to sample the scene from different viewpoints.

Thus, our goal is to reduce the cost of light field capture by using only few of the cameras in the 2D array and reconstructing the images from the missing cameras. To do this, we leverage the fact that the 4D Fourier transform of a light field is sparse and we use the Sparse Fourier Transform to sub-sample the input and reduce the number of cameras. Once we have computed the Fourier transform, we can invert it back to recover the images from the missing cameras which were not sampled and hence recover the full 2D array. However, as explained earlier, natural signals like light fields are not very sparse in the discrete domain. To address this issue, we developed a light field reconstruction system that optimizes for sparsity in the continuous Fourier domain. This improves the quality of reconstruction while reducing the required number of cameras by $6 \times$ to $10 \times$. The light field reconstruction algorithm along with the reconstruction results can be found in Chapter 9.

1.2.4 Magnetic Resonance Spectroscopy (MRS)

One of the next frontiers in MRI is Magnetic Resonance Spectroscopy (MRS). MRS enables zooming in and detecting the biochemical content of each voxel in the brain, which can be used to discover disease biomarkers that allow early detection of cancer, Autism, and Alzheimer. MRS tests, however, take prohibitively long time, requiring the patient to stay in the MRI machine for more than two hours. MRS images also suffer from a lot of clutter and artifacts that can mask some disease biomarkers. These two challenges have been a major barrier against adopting these tests in clinical diagnosis. To overcome this barrier, we demonstrated that processing MRS data using the Sparse Fourier Transform enhances image quality by suppressing artifacts and reduces the time the patient has to spend in the machine by $3 \times$ (e.g. from 2 hrs to 40 mins). The details of our MRS algorithm, experiments and results can be found in Chapter 10.

1.2.5 Nuclear Magnetic Resonance (NMR)

NMR is a technique that provides the detailed structural properties of chemical compounds, providing the 3D structure of complex proteins and nucleic acids. However, collecting NMR measurements is a very time consuming and costly process that can take from several days up to weeks. This prevents researchers from running high-dimensional NMR experiments which are needed for analyzing more complex protein structures. NMR uses spectral analysis to find the resonance frequencies that correspond to the coupling between different atoms. NMR spectra are sparse. Hence, us-

---

5 The four dimensions of a light field correspond to the 2D pixels in each image captured by a camera in the 2D camera array.
ing the Sparse Fourier Transform, we show how to generate the NMR spectra by sub-sampling the NMR measurements. We customized the Sparse Fourier Transform for multi-dimensional NMR and showed that it can reduce the time of an NMR experiment by $16 \times$. Chapter 11 describes the Sparse Fourier Transform techniques used for processing our NMR experiments along with our recovery results.

### 1.2.6 The Sparse Fourier Transform Chip

Traditionally, hardware implementations of FFT have been limited in size to few thousands of points. This is because large FFTs require a huge I/O bandwidth, consume a lot of power, and occupy a large silicon area. The Sparse Fourier Transform naturally addresses these issues due to its low computational and memory cost, enabling very large Fourier transforms. We built the largest Fourier transform VLSI chip to date with nearly a million point Fourier transform while consuming $40 \times$ less power than prior FFT VLSI implementations. The hardware architecture and benchmarking of the fabricated chip can be found in Appendix G.

### 1.3 Thesis Roadmap

This thesis is divided into two parts. Part I describes the theoretical foundations of the Sparse Fourier Transform. It presents the Sparse Fourier Transform algorithms in detail and provides the analysis and proofs of the guarantees of these algorithms. Chapter 2 presents the notation and basic definitions that will be used in this part of the thesis. Chapters 3 and 4 focus on reducing the runtime complexity of the Sparse Fourier Transform algorithms while Chapter 5 focuses on optimizing the sample complexity. Finally, in Chapter 6, we present numerical simulations to evaluate the performance of the Sparse Fourier Transform.

Part II describes the applications and systems designed using the Sparse Fourier Transform. Chapter 7 describes the design and implementation of a wireless receiver that can capture GHz of spectrum in realtime. Chapter 8 presents a GPS receiver design with lower computational overhead. Chapter 9 describes a light field photography reconstruction algorithm that achieves high quality image recovery. Chapter 10 shows how the Sparse Fourier Transform can be used to reduce the time a patient spends in an MRI machine and generate clearer images. Chapter 11 presents the application of the Sparse Fourier Transform to Nuclear Magnetic Resonance in biochemistry.

Finally, in Chapter 12, we conclude and discuss the future work.
Part I

Theory of the Sparse Fourier Transform
2.1 Notation

We use \( \omega = e^{-2\pi i/n} \) as the \( n \)-th root of unity and \( \omega' = e^{-2\pi i/\sqrt{n}} \) as the \( \sqrt{n} \)-th root of unity. For any complex number \( a \), we use \( \phi(a) \in [0, 2\pi] \) to denote the phase of \( a \). For a complex number \( a \) and a real positive number \( b \), the expression \( a \pm b \) denotes a complex number \( a' \) such that \( |a - a'| \leq b \).

For a vector \( x \in \mathbb{C}^n \), its support is denoted by \( \text{supp}(x) \subset [n] \). We use \( \|x\|_0 \) to denote \( |\text{supp}(x)| \), the number of non-zero coordinates of \( x \). Its Fourier spectrum is denoted by \( \hat{x} \), with

\[
\hat{x}_i = \frac{1}{\sqrt{n}} \sum_{j \in [n]} \omega^{ij} x_j.
\]

For a vector of length \( n \), indices should be interpreted modulo \( n \), so \( x_{-i} = x_{n-i} \). This allows us to define convolution

\[
(x \ast y)_i = \sum_{j \in [n]} x_j y_{i-j}
\]

and the coordinate-wise product \( (x \cdot y)_i = x_i y_i \), so \( \hat{x} \cdot \hat{y} = \hat{x} \ast \hat{y} \).

We use \([n]\) to denote the set \( \{1, \ldots, n\} \). All operations on indices in \( [n] \) are taken modulo \( n \). Therefore we might refer to an \( n \)-dimensional vector as having coordinates \( \{0, 1, \ldots, n-1\} \) or \( \{0, 1, \ldots, n/2, -n/2+1, \ldots, -1\} \) interchangeably. When \( i \in \mathbb{Z} \) is an index into an \( n \)-dimensional vector, sometimes we use \(|i|\) to denote \( \min_{j \equiv i \mod n} |j| \). Finally, we assume that \( n \) is an integer power of 2.

For the case of 2D Fourier transforms which will appear in Chapter 5, we assume that \( \sqrt{n} \) is a power of 2. We use \([m] \times [m] = [m]^2\) to denote the \( m \times m \) grid \( \{(i, j) : i \in [m], j \in [m]\} \). For a 2D matrix \( x \in \mathbb{C}^{\sqrt{n} \times \sqrt{n}} \), its support is denoted by \( \text{supp}(x) \subseteq [\sqrt{n}] \times [\sqrt{n}] \). We also use \( \|x\|_0 \) to denote \( |\text{supp}(x)| \). Its 2D Fourier spectrum is denoted by \( \hat{x} \), with

\[
\hat{x}_{i,j} = \frac{1}{\sqrt{n}} \sum_{i \in [\sqrt{m}]} \sum_{j \in [\sqrt{m}]} (\omega')^{il+jm} x_{i,m}
\]

Finally, if \( y \) is in frequency-domain, its inverse is denoted by \( \check{y} \).
2.2 Basics

2.2.1 Window Functions

In digital signal processing [138] one defines window functions in the following manner:

Definition 2.2.1. We define a \((\epsilon, \delta, w)\) standard window function to be a symmetric vector \(F \in \mathbb{R}^n\) with \(\text{supp}(F) \subseteq [-w/2, w/2]\) such that \(\hat{F}_0 = 1\), \(\hat{F}_i > 0\) for all \(i \in [-\epsilon n, \epsilon n]\), and \(|\hat{F}_i| < \delta\) for all \(i \not\in [-\epsilon n, \epsilon n]\).

Claim 2.2.2. For any \(\epsilon\) and \(\delta\), there exists an \((\epsilon, \delta, O(\frac{1}{\epsilon} \log(1/\delta)))\) standard window function.

Proof. This is a well known fact [160]. For example, for any \(\epsilon\) and \(\delta\), one can obtain a standard window by taking a Gaussian with standard deviation \(\Theta(\sqrt{\log(1/\delta)/\epsilon})\) and truncating it at \(w = O(\frac{1}{\epsilon} \log(1/\delta)))\). The Dolph-Chebyshev window function also has the claimed property but with minimal big-Oh constant [160] (in particular, half the constant of the truncated Gaussian).

The above definition shows that a standard window function acts like a filter, allowing us to focus on a subset of the Fourier coefficients. Ideally, however, we would like the pass region of our filter to be as flat as possible.

Definition 2.2.3. We define a \((\epsilon, \epsilon', \delta, w)\) flat window function to be a symmetric vector \(F \in \mathbb{R}^n\) with \(\text{supp}(F) \subseteq [-w/2, w/2]\) such that \(\hat{F}_i \in [1 - \delta, 1 + \delta]\) for all \(i \in [-\epsilon', \epsilon']\) and \(|\hat{F}_i| < \delta\) for all \(i \not\in [-\epsilon, \epsilon]\).

A flat window function (like the one in Figure 2-1) can be obtained from a standard window function by convolving it with a “box car” window function, i.e., an interval. Specifically, we have the following.

Claim 2.2.4. For any \(\epsilon\), \(\epsilon'\), and \(\delta\) with \(\epsilon' < \epsilon\), there exists an \((\epsilon, \epsilon', \delta, O(\frac{1}{\epsilon-\epsilon'} \log \frac{n}{\delta}))\) flat window function.

Note that in our applications we have \(\delta < 1/n^{O(1)}\) and \(\epsilon = 2\epsilon'\). Thus the window lengths \(w\) of the flat window function and the standard window function are the same up to a constant factor.

Proof. Let \(f = (\epsilon - \epsilon')/2\), and let \(F\) be an \((f, \frac{\delta}{\epsilon' + \epsilon}, w)\) standard window function with minimal \(w = O(\frac{2}{\epsilon - \epsilon'} \log \frac{\epsilon' + \epsilon'}{\delta})\). We can assume \(\epsilon, \epsilon' > 1/(2n)\) (because \([-\epsilon n, \epsilon n] = \{0\}\) otherwise), so \(\log \frac{\epsilon' + \epsilon}{\delta} = O(\log \frac{n}{\delta})\). Let \(\hat{F}'\) be the sum of \(1 + 2(\epsilon' + f)n\) adjacent copies of \(\hat{F}\), normalized to \(\hat{F}'_0 \approx 1\). That is, we define

\[
\hat{F}'_i = \frac{\sum_{j=-\frac{(\epsilon' + f)n}{2}}^{\frac{(\epsilon' + f)n}{2}} \hat{F}_{i+j}}{\sum_{j=-\frac{fn}{2}}^{\frac{fn}{2}} \hat{F}_j}
\]

so by the shift theorem, in the time domain

\[
F'_a \propto F_a \sum_{j=\frac{-(\epsilon' + f)n}{2}}^{\frac{(\epsilon' + f)n}{2}} \omega^j.
\]
Figure 2-1: **An Example Flat Window Function for** $n = 256$. This is the sum of 31 adjacent $(1/22, 10^{-8}, 133)$ Dolph-Chebyshev window functions, giving a $(0.11, 0.06, 2 \times 10^{-9}, 133)$ flat window function (although our proof only guarantees a tolerance $\delta = 29 \times 10^{-8}$, the actual tolerance is better). The top row shows $G$ and $\widehat{G}$ in a linear scale, and the bottom row shows the same with a log scale.
Since \( \hat{F}_i > 0 \) for \(|i| \leq fn \), the normalization factor \( \sum_{j=-fn}^{fn} \hat{F}_j \) is at least 1. For each \( i \in [-\epsilon'n, \epsilon'n] \), the sum on top contains all the terms from the sum on bottom. The other \( 2\epsilon'n \) terms in the top sum have magnitude at most \( \delta/(\epsilon') \), so \( |\hat{F}_i - 1| \leq 2\epsilon'n/(2(\epsilon' + fn)) < \delta \). For \(|i| > \epsilon n\), however, \( |\hat{F}_i| \leq 2(\epsilon' + fn) < \delta \). Thus \( F' \) is an \((\epsilon, \epsilon', \delta, w)\) flat window function, with the correct \( w \).

### 2.2.2 Permutation of Spectra

Following [59], we can permute the Fourier spectrum as follows by permuting the time domain:

**Definition 2.2.5.** Suppose \( \sigma^{-1} \) exists mod \( n \). We define the permutation \( P_{\sigma, a, b} \) by

\[
(P_{\sigma, a, b} x)_i = x_{\sigma(i-a)} \omega^{\sigma bi}.
\]

We also define \( \pi_{\sigma, b}(i) = \sigma(i - b) \) mod \( n \).

**Claim 2.2.6.** \( P_{\sigma, a, b} x_{\pi_{\sigma, b}(i)} = \tilde{x}_i \omega^{a \sigma i} \).

**Proof.**

\[
P_{\sigma, a, b} x_{\sigma(i-b)} = \frac{1}{\sqrt{n}} \sum_{j \in [n]} x_{\sigma(j-a)} \omega^{\sigma bj} (P_{\sigma, a, b} x)_j
\]

\[
= \frac{1}{\sqrt{n}} \sum_{j \in [n]} \omega^{\sigma(i-b)j} x_{\sigma(j-a)} \omega^{\sigma bj}
\]

\[
= \omega^{a \sigma i} \frac{1}{\sqrt{n}} \sum_{j \in [n]} \omega^{\sigma(j-a)} x_{\sigma(j-a)}
\]

\[
= \tilde{x}_i \omega^{a \sigma i}.
\]

\( \square \)

**Lemma 2.2.7.** If \( j \neq 0 \), \( n \) is a power of two, and \( \sigma \) is a uniformly random odd number in \([n]\), then \( \Pr[\sigma j \in [-C, C]] \leq 4C/n \).

**Proof.** If \( j = m2^l \) for some odd \( m \), then the distribution of \( \sigma j \) as \( \sigma \) varies is uniform over \( m'2^l \) for all odd \( m' \). There are thus \( 2 \cdot \text{round}(C/2^{l+1}) < 4C/2^{l+1} \) possible values in \([-C, C]\) out of \( n/2^{l+1} \) such elements in the orbit, for a chance of at most \( 4C/n \). \( \square \)

Note that for simplicity, we will only analyze our algorithm when \( n \) is a power of two. For general \( n \), the analog of Lemma 2.2.7 would lose an \( n/\varphi(n) = O(\log \log n) \) factor, where \( \varphi \) is Euler’s totient function. This will correspondingly increase the running time of the algorithm on general \( n \).

Claim 2.2.6 allows us to change the set of coefficients binned to a bucket by changing the permutation; Lemma 2.2.7 bounds the probability of non-zero coefficients falling into the same bucket.
2.2.3 Subsampled FFT

Suppose we have a vector \( x \in \mathbb{C}^n \) and a parameter \( B \) dividing \( n \), and would like to compute \( \hat{y}_i = \hat{x}_{i(n/B)} \) for \( i \in [B] \).

Claim 2.2.8. \( \hat{y} \) is the \( B \)-dimensional Fourier transform of \( y_i = \sum_{j=0}^{n/B-1} x_{i+Bj} \).

Therefore \( \hat{y} \) can be computed in \( O(|\text{supp}(x)| + B \log B) \) time.

Proof.

\[
\hat{x}_{i(n/B)} = \sum_{j=0}^{n-1} x_j \omega^{ij(n/B)} = \sum_{a=0}^{B-1} \sum_{j=0}^{n/B-1} x_{Bj+a} \omega^{i(Bj+a)n/B} \\
= \sum_{a=0}^{B-1} \sum_{j=0}^{n/B-1} x_{Bj+a} \omega^{ian/B} = \sum_{a=0}^{B-1} y_a \omega^{ian/B} = \hat{y}_i.
\]

\[\square\]

2.2.4 2D Aliasing Filter

The aliasing filter presented in Section 1.1.2. The filter generalizes to 2 dimensions as follows:

Given a 2D matrix \( x \in \mathbb{C}^{\sqrt{n} \times \sqrt{n}} \), \((\tau_r, \tau_c) \in [\sqrt{n}] \times [\sqrt{n}]\), and \( B_r, B_c \) that divide \( \sqrt{n} \), then for all \((i, j) \in [B_r] \times [B_c]\) set

\[ y_{i,j} = x_{i(\sqrt{n}/B_r) + \tau_r,j(\sqrt{n}/B_c) + \tau_c} \]

Then, compute the 2D DFT \( \hat{y} \) of \( y \). Observe that \( \hat{y} \) is a folded version of \( \hat{x} \):

\[ \hat{y}_{i,j} = \sum_{l \in [\sqrt{n}/B_r]} \sum_{m \in [\sqrt{n}/B_c]} \hat{x}_{lB_r+i,mB_c+j} (\omega'^{-(\tau_r(i+lB_r) - \tau_c(j+mB_c)}) \]
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Chapter 3

Simple and Practical Algorithm

3.1 Introduction

In this chapter, we propose a new sub-linear Sparse Fourier Transform algorithm over the complex field. The key feature of this algorithm is its simplicity: the algorithm has a simple structure, which leads to efficient runtime with low big-Oh constant. This was the first algorithm to outperform FFT in practice for a practical range of sparsity as we will show later in Chapter 6.

3.1.1 Results

We present an algorithm which has the runtime of

\[ O \left( \log n \sqrt{nk \log n} \right) \]

where \( n \) is the size of the signal and \( k \) is the number of non-zero frequency coefficients. Thus, the algorithm is faster than FFT for \( k \) up to \( O(n/\log n) \). In contrast, earlier algorithms required asymptotically smaller bounds on \( k \). This asymptotic improvement is also reflected in empirical runtimes. For example, we show in Chapter 6 that for \( n = 2^{22} \), this algorithm outperforms FFT for \( k \) up to about 2200, which is an order of magnitude higher than what was achieved by prior work.

The estimations provided by our algorithm satisfy the so-called \( \ell_\infty/\ell_2 \) guarantee. Specifically, let \( y \) be the minimizer of \( \| \hat{x} - y \|_2 \). For a precision parameter \( \delta = 1/n^{O(1)} \), and a constant \( \epsilon > 0 \), our (randomized) algorithm outputs \( \hat{x}' \) such that:

\[ \| \hat{x} - \hat{x}' \|_\infty \leq \epsilon \| \hat{x} - y \|_2^2/k + \delta \| x \|_1^2 \]  

with probability \( 1 - 1/n \). The additive term that depends on \( \delta \) appears in all past algorithms [6, 7, 57, 59, 88, 116], although typically (with the exception of [90]) it is eliminated by assuming that all coordinates are integers in the range \( \{-n^{O(1)} \ldots n^{O(1)}\} \). In this chapter, we keep the dependence on \( \delta \) explicit.

The \( \ell_\infty/\ell_2 \) guarantee of Equation (3.1) is stronger than the \( \ell_2/\ell_2 \) guarantee of Equation (1.2). In particular, the \( \ell_\infty/\ell_2 \) guarantee with a constant approximation factor \( C \) implies the \( \ell_2/\ell_2 \) guar-
antee with a constant approximation factor $C'$, if one sets all but the $k$ largest entries in $\tilde{x}'$ to 0.\footnote{This fact was implicit in [35]. For an explicit statement and proof see [58], remarks after Theorem 2.} Furthermore, instead of bounding only the collective error, the $\ell_\infty / \ell_2$ guarantee ensures that every Fourier coefficient is well-approximated.

\subsection{Techniques}

Recall from Chapter 1 that the Sparse Fourier Transform algorithms work by binning\footnote{Throughout this thesis, we will use the terms “Binning” and “Bucketization” interchangeably.} the Fourier coefficients into a small number of buckets. Since the signal is sparse in the frequency domain, each bucket is likely\footnote{One can randomize the positions of the frequencies by sampling the signal in time domain appropriately as we have shown in Section 2.2.2.} to have only one large coefficient, which can then be located (to find its position) and estimated (to find its value). For the algorithm to be sublinear, the binning has to be done in sublinear time. Binning the Fourier coefficient is done using an $n$-dimensional filter vector $G$ that is concentrated both in time and frequency, \textit{i.e.}, $G$ is zero except at a small \textit{number} of time coordinates, and its Fourier transform $\hat{G}$ is negligible except at a small \textit{fraction} (about $1/k$) of the frequency coordinates (the “pass” region).

Prior work, uses different types of filters. Depending on the choice of the filter $G$, past algorithms can be classified as: iteration-based or interpolation-based.

Iteration-based algorithms use a filter that has a significant mass outside its pass region [57, 59, 116]. For example, the papers [57, 59] set $G$ to the rectangular filter which was shown in Figure 1-3(a), in which case $\hat{G}$ is the Dirichlet kernel\footnote{The Dirichlet kernel is the discrete version of the sinc function.}, whose tail decays in an inverse linear fashion. Since the tail decays slowly, the Fourier coefficients binned to a particular bucket “leak” into other buckets. On the other hand, the paper [116] estimates the convolution in time domain via random sampling, which also leads to a large estimation error. To reduce these errors and obtain the $\ell_2/\ell_2$ guarantee, these algorithms have to perform multiple iterations, where each iteration estimates the largest Fourier coefficient (the one least impacted by leakage) and subtracts its contribution to the time signal. The iterative update of the time signal causes a large increase in runtime. The algorithms in [57, 116] perform this update by going through $O(k)$ iterations each of which updates at least $O(k)$ time samples, resulting in an $O(k^2)$ term in the runtime. The algorithm [59], introduced a “bulk sampling” algorithm that amortizes this process but it requires solving instances of a non-uniform Fourier transform, which is expensive in practice.

Interpolation-based algorithms are less common and limited to the design in [88]. This approach uses the aliasing filter presented in Chapter 1, which is a leakage-free filter that allows [88] to avoid the need for iteration. Recall that in this case, the filter $G$ has $G_i = 1$ iff $i \mod n/p = 0$ and $G_i = 0$ otherwise. The Fourier transform of this filter is a “spike train” with period $p$ and hence this filter does not leak; it is equal to 1 on $1/p$ fraction of coordinates and is zero elsewhere. Unfortunately, however, such a filter requires that $p$ divides $n$ and the algorithm in [88] needs many different values of $p$. Since in general one cannot assume that $n$ is divisible by all numbers $p$, the algorithm treats the signal as a continuous function and interpolates it at the required points. Interpolation introduces additional complexity and increases the exponents in the runtime.
Our Approach

The key feature of our algorithm is the use of a different type of filter. In the simplest case, we use a filter obtained by convolving a Gaussian function with a box-car function. Because of this new filter, our algorithm does not need to either iterate or interpolate. Specifically, the frequency response of our filter $\hat{G}$ is nearly flat inside the pass region and has an exponential tail outside it. This means that leakage from frequencies in other buckets is negligible, and hence, our algorithm need not iterate. Also, filtering can be performed using the existing input samples $x_i$, and hence our algorithm need not interpolate the signal at new points. Avoiding both iteration and interpolation is the key feature that makes this algorithm efficient.

Further, once a large coefficient is isolated in a bucket, one needs to identify its frequency. In contrast to past work which typically uses binary search for this task, we adopt an idea from [145] and tailor it to our problem. Specifically, we simply select the set of “large” bins which are likely to contain large coefficients, and directly estimate all frequencies in those bins. To balance the cost of the bin selection and estimation steps, we make the number of bins somewhat larger than the typical value of $O(k)$. Specifically, we use $B \approx \sqrt{nk}$, which leads to the stated runtime.

3.2 Algorithm

We refer to our algorithm as SFT 1.0 and it is shown in Algorithm 3.2.1. A key element of this algorithm is the inner loop, which finds and estimates each “large” coefficient with constant probability. In Section 3.2.1 we describe the inner loop, and in Section 3.2.2 we show how to use it to construct the full algorithm.

3.2.1 Inner Loop

Let $B$ be a parameter that divides $n$, to be determined later. Let $G$ be a $(1/B, 1/(2B), \delta, w)$ flat window function described in Section 2.2.1 for some $\delta$ and $w = O(B \log \frac{\delta}{2})$. We will have $\delta \approx \frac{1}{n^{c}}$, so one can think of it as negligibly small. There are two versions of the inner loop: location loops and estimation loops. Location loops, described as the procedure LOCATIONINNERLOOP in Algorithm 3.2.1, are given a parameter $d$, and output a set $I \subset [n]$ of $dkn/B$ coordinates that contains each large coefficient with “good” probability. Estimation loops, described as the procedure ESTIMATIONINNERLOOP in Algorithm 3.2.1, are given a set $I \subset [n]$ and estimate $\hat{x}_j$ such that each coordinate is estimated well with “good” probability.

By Claim 2.2.8, we can compute $\hat{z}$ in $O(w + B \log B) = O(B \log \frac{w}{\delta})$ time. Location loops thus take $O(B \log \frac{w}{\delta} + dkn/B)$ time and estimation loops take $O(B \log \frac{w}{\delta} + |I|)$ time. Figure 3-1

---

5 A more efficient filter can be obtained by replacing the Gaussian function with a Dolph-Chebyshev function. (See Figure 2-1 for an illustration.)

6 Although it is plausible that one could combine our filters with the binary search technique of [59] and achieve an algorithm with a $O(k \log^{c} n)$ runtime, our preliminary analysis indicates that the resulting algorithm would be slower. Intuitively, observe that for $n = 2^{n_2}$ and $k = 2^{\tilde{n}}$, the values of $\sqrt{nk} = 2^{16.5} \approx 92681$ and $k \log_{2} n = 45056$ are quite close to each other.
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procedure LocationInnerLoop($x, k, B, d$)
Choose $\sigma$, $\tau$ and $b$ uniformly at random from $[n]$ such that $\sigma$ is odd.
Compute $\hat{z_i} = \hat{y_{i/B}}$ for $j \in [B]$, where $y = G \cdot (P_{\sigma, \tau, b} x)$ \Comment{FFT of $z_i = \sum_{j=0}^{[w/B]-1} y_{i+jB}$}
$J \leftarrow$ indices of $dk$ largest coefficients in $\hat{z}$.
$I = \{ i \in [n] | h_{\sigma, b}(i) \in J \}$ where $h_{\sigma, b}(i) = \text{round}(\sigma(i-b)B/n)$ \Comment{$h_{\sigma, b} : [n] \to [B]$}
return $I$

procedure EstimationInnerLoop($x, B, I$)
Choose $\sigma$, $\tau$ and $b$ uniformly at random from $[n]$ such that $\sigma$ is odd.
Compute $\hat{z_i} = \hat{y_{i/B}}$ for $j \in [B]$, where $y = G \cdot (P_{\sigma, \tau, b} x)$
$\hat{x}' \leftarrow 0$
for $i \in I$ do
$\hat{x}_i' = \hat{z}_{h_{\sigma, b}(i)} \omega^{-\tau \sigma i} \hat{G}_{o_{\sigma, b}(i)}$ where $o_{\sigma, b}(i) = \sigma(i-b) - h_{\sigma, b}(i)(n/B)$ \Comment{$o_{\sigma, b} : [n] \to [-n/(2B), n/(2B)]$}
return $\hat{x}'$

procedure NonIterativeSparseFFT($x, k, B, L, d$)
$\hat{x}' \leftarrow 0$
for $r \in \{1, \ldots, L\}$ do
$I_r \leftarrow \text{LocationInnerLoop}(x, k, B, d)$.
$I = I_1 \cup \cdots \cup I_L$
for $i \in I$ do
$s_i = |\{r | i \in I_r\}|$
$I' = \{ i \in I | s_i \geq L/2 \}$
for $r \in \{1, \ldots, L\}$ do
$\hat{x}_i^{(r)} \leftarrow \text{EstimationInnerLoop}(x, B, I')$
for $i \in I'$ do
$\hat{x}_i' = \text{median}\{ \hat{x}_i^{(r)} \}$
return $\hat{x}'$

3.2.1: SFT 1.0: Non-Iterative Sparse Fourier Transform for $k = o(n/\log n)$

illustrates the inner loop.

For estimation loops, we get the following guarantee:

Lemma 3.2.1. Let $S$ be the support of the largest $k$ coefficients of $\hat{x}$, and $\hat{x}_{\neg S}$ contain the rest. Then for any $\epsilon \leq 1$,

\[
\Pr_{\sigma, \tau, b} \left[ |\hat{x}_i' - \hat{x}_i|^2 \geq \frac{\epsilon}{k} \|\hat{x}_{\neg S}\|^2_2 + 3\delta^2 \|\hat{x}\|^2_1 \right] < O \left( \frac{k}{\epsilon B} \right).
\]

Proof. The proof can be found in Appendix A.1. \qed

Furthermore, since $|\hat{G}_{o_{\sigma, b}(i)}| \in [1 - \delta, 1 + \delta]$, $|\hat{z}_{h_{\sigma, b}(i)}|$ is a good estimate for $|\hat{x}_i|$—the division is mainly useful for fixing the phase. Therefore in location loops, we get the following guarantee:
Figure 3-1: Example Inner Loop of the Algorithm on Sparse Input. This run has parameters \( n = 256, k = 4 \), \( G \) being the \((0.11, 0.06, 2 \times 10^{-9}, 133)\) flat window function in Figure 2-1, and selecting the top 4 of \( B = 16 \) samples. In part (a), the algorithm begins with time domain access to \( P_{\sigma,\tau,b}x \) given by \( (P_{\sigma,\tau,b}x)_i = x_{\sigma(i-\tau)}\omega^{\sigma b} \), which permutes the spectrum of \( x \) by permuting the samples in the time domain. In part (b), the algorithm computes the time domain signal \( \hat{y} = G \cdot P_{\sigma,\tau,b}x \). The spectrum of \( y \) (pictured) is large around the large coordinates of \( P_{\sigma,\tau,b}x \). The algorithm then computes \( \hat{z} \), which is the rate \( B \) subsampling of \( \hat{y} \) as pictured in part (c). During estimation loops, the algorithm estimates \( \hat{x}_i \) based on the value of the nearest coordinate in \( \hat{z} \), namely \( \hat{z}_{h_{\sigma,b}(i)} \). During location loops (part (d)), the algorithm chooses \( J \), the top \( dk \) (here, 4) coordinates of \( \hat{z} \), and selects the elements of \([n]\) that are closest to those coordinates (the shaded region of the picture). It outputs the set \( I \) of preimages of those elements. In this example, the two coordinates on the left landed too close in the permutation and form a “hash collision”. As a result, the algorithm misses the second from the left coordinate in its output. Our guarantee is that each large coordinate has a low probability of being missed if we select the top \( O(k) \) samples.
Lemma 3.2.2. Define \( E = \sqrt{\frac{\epsilon}{k} \|\hat{x} - S\|_2^2 + 3\delta^2 \|\hat{x}\|_1^2} \) to be the error tolerated in Lemma 3.2.1. Then for any \( i \in [n] \) with \(|\hat{x}_i| \geq 4E\),

\[
\Pr[i \not\in I] \leq O\left(\frac{k}{\epsilon B} + \frac{1}{\epsilon d}\right)
\]

Proof. The proof can be found in Appendix A.2 \( \square \)

3.2.2 Non-Iterative Sparse Fourier Transform

Our SFT 1.0 algorithm shown in Algorithm 3.2.1 is parameterized by \( \epsilon \) and \( \delta \). It runs \( L = O(\log n) \) iterations of the inner loop, with parameters \( B = O\left(\sqrt{\frac{nk}{\epsilon \log(n/\delta)}}\right) \) \(^7\) and \( d = O(1/\epsilon) \) as well as \( \delta \).

Lemma 3.2.3. The algorithm runs in time \( O\left(\sqrt{\frac{nk \log(n/\delta)}{\epsilon}} \log n\right) \).

Proof. To analyze this algorithm, note that

\[
|I'| \frac{L}{2} \leq \sum_i s_i = \sum_r |I_r| = Ldkn/B
\]

or \( |I'| \leq 2dkn/B \). Therefore the running time of both the location and estimation inner loops is \( O(B \log \frac{n}{d} + dkn/B) \). Computing \( I' \) and computing the medians both take linear time, namely \( O(Ldkn/B) \). Thus the total running time is \( O(LB \log \frac{n}{d} + Ldkn/B) \). Plugging in \( B = O\left(\sqrt{\frac{nk}{\epsilon \log(n/\delta)}}\right) \) and \( d = O(1/\epsilon) \), this running time is \( O\left(\sqrt{\frac{nk \log(n/\delta)}{\epsilon}} \log n\right) \). We require \( B = \Omega(k/\epsilon) \), however; for \( k > \epsilon n/\log(n/\delta) \), this would cause the run time to be larger. But in this case, the predicted run time is \( \Omega(n \log n) \) already, so the standard FFT is faster and we can fall back on it. \( \square \)

Theorem 3.2.4. Running the algorithm with parameters \( \epsilon, \delta < 1 \) gives \( \hat{x}' \) satisfying

\[
\|\hat{x}' - \hat{x}\|_\infty \leq \frac{\epsilon}{k} \|\hat{x} - S\|_2^2 + \delta^2 \|\hat{x}\|_1^2.
\]

with probability \( 1 - 1/n \) and running time \( O\left(\sqrt{\frac{nk \log(n/\delta)}{\epsilon}} \log n\right) \).

Proof. Define

\[
E = \sqrt{\frac{\epsilon}{k} \|\hat{x} - S\|_2^2 + 3\delta^2 \|\hat{x}\|_1^2}
\]

Lemma 3.2.2 says that in each location iteration \( r \), for any \( i \) with \(|\hat{x}_i| \geq 4E\),

\[
\Pr[i \not\in I^r] \leq O\left(\frac{k}{\epsilon B} + \frac{1}{\epsilon d}\right) \leq 1/4.
\]

\(^7\)Note that \( B \) is chosen in order to minimize the running time. For the purpose of correctness, it suffices that \( B \geq ck/\epsilon \) for some constant \( c \).
Thus $\mathbb{E}[s_i] \geq 3L/4$, and each iteration is an independent trial, so by a Chernoff bound the chance that $s_i < L/2$ is at most $1/2^{\Omega(L)} < 1/n^3$. Therefore by a union bound, with probability at least $1 - 1/n^2$, $i \in I'$ for all $i$ with $|\hat{x}_i| \geq 4E$.

Next, Lemma 3.2.1 says that for each estimation iteration $r$ and index $i$,

$$\Pr[|\hat{x}_i^r - \hat{x}_i| \geq E] \leq O\left(\frac{k}{\epsilon B}\right) < 1/4.$$  

Therefore, with probability $1 - 2^{-\Omega(L)} \geq 1 - 1/n^3$, $|\hat{x}_i^r - \hat{x}_i| \leq E$ in at least $2L/3$ of the iterations.

Since $\text{real}(\hat{x}_i^r)$ is the median of the $\text{real}(\hat{x}_i^r)$, there must exist two $r$ with $|\hat{x}_i^r - \hat{x}_i| \leq E$ but one real$(\hat{x}_i^r)$ above $\text{real}(\hat{x}_i^r)$ and one below. Hence one of these $r$ has $|\text{real}(\hat{x}_i^r - \hat{x}_i)| \leq |\text{real}(\hat{x}_i^r - \hat{x}_i)| \leq E$, and similarly for the imaginary axis. Then

$$|\hat{x}_i^r - \hat{x}_i| \leq \sqrt{2} \max(|\text{real}(\hat{x}_i^r - \hat{x}_i)|, |\text{imag}(\hat{x}_i^r - \hat{x}_i)|) \leq \sqrt{2}E.$$  

By a union bound over $I'$, with probability at least $1 - 1/n^2$ we have $|\hat{x}_i^r - \hat{x}_i| \leq \sqrt{2}E$ for all $i \in I'$. Since all $i \notin I'$ have $\hat{x}_i = 0$ and $|\hat{x}_i| \leq 4E$ with probability $1 - 1/n^2$, with total probability $1 - 2/n^2$ we have

$$\|\hat{x}^r - \hat{x}\|_2^2 \leq 16E^2 = \frac{16\epsilon}{k'} \|\hat{x} - \hat{x}\|_2^2 + 48\delta^2 \|\hat{x}\|_1^2.$$  

Rescaling $\epsilon$ and $\delta$ gives our theorem. \hfill $\Box$

### 3.2.3 Extension

In this section, we present an extension of the SFT 1.0 algorithm which adds a heuristic to improve the runtime. We refer to this new algorithm as SFT 2.0 and it is shown in Algorithm 3.2.2. The idea of the heuristic is to apply the aliasing filter to restrict the locations of the large coefficients. The algorithm is parameterized by $M$ that divides $n$. It performs the aliasing filter as a preprocessing step to SFT 1.0 and uses its output to restrict the frequency locations in the set $I_r$ outputted by the location loops as shown in Algorithm 3.2.2.

Observe that $\hat{y}_i = \sum_{j=0}^{n/M} \hat{x}_{Mj+i} e^{-\tau(i+j)}$. Thus,

$$\mathbb{E}_r[|\hat{y}_i|^2] = \sum_{i \equiv j \mod M} |\hat{x}_i|^2.$$  

This means that the filter is very efficient, in that it has no leakage at all. Also, it is simple to compute. Unfortunately, it cannot be “randomized” using $P_{\sigma,T,b}$: after permuting by $\sigma$ and $b$, any two colliding elements $j$ and $j'$ (i.e., such that $j = j' \mod M$) continue to collide. Nevertheless, if $\hat{x}_i$ is large, then $j \mod M$ is likely to lie in $T$—at least heuristically on random input.

SFT 2.0 assumes that all “large” coefficients $j$ have $j \mod M$ in $T$. That is, we restrict our sets $I_r$ to contain only coordinates $i$ with $i \mod M \in T$. We expect that $|I_r| \approx \frac{2b}{M} dkn/B$ rather than the previous $dkn/B$. This means that our heuristic will improve the runtime of the inner loops from $O(B \log(n/\delta) + dkn/B)$ to $O(B \log(n/\delta) + \frac{k}{M} dkn/B + M + dk)$, at the cost of $O(M \log M)$ preprocessing.
\begin{center}
\textbf{procedure} \textsc{NonIterativeSparseFFT2}(x, k, B, L, d, M)
\begin{algorithmic}
\State $\hat{x}' \leftarrow 0$
\Comment{Choose $\tau \in [n]$ uniformly at random}
\State $y_i = x_i(n/M) + \tau$
\Comment{Compute $\hat{y}$}
\State $T \leftarrow$ indices of the $2k$ largest elements of $\hat{y}$ \Comment{$T \subset [M]$}
\For{$r \in \{1, \ldots, L\}$}
\State $J \leftarrow$ \textsc{LocationInnerLoop}(x, k, B, d).
\State $I_r = \{i \in J | i \mod M \in T\}$
\State $I = I_1 \cup \cdots \cup I_L$
\For{$i \in I$}
\State $s_i = |\{r | i \in I_r\}|$
\State $I' = \{i \in I | s_i \geq L/2\}$
\For{$r \in \{1, \ldots, L\}$}
\State $\hat{x}_r' \leftarrow$ \textsc{EstimationInnerLoop}(x, B, I')
\EndFor
\State $\hat{x}_i' = \text{median}(|\hat{x}_r'|)$
\EndFor
\State \textbf{return} $\hat{x}'$
\end{algorithmic}
\end{center}

3.2.2: SFT 2.0: Non-Iterative Sparse Fourier Transform with Heuristic for $k = o(n/\sqrt{\log n})$

Note that on worst case input, SFT 2.0 may give incorrect output with high probability. For example, if $x_i = 1$ when $i$ is a multiple of $n/M$ and 0 otherwise, then $y = 0$ with probability $1 - M/n$ and the algorithm will output 0 over $\text{supp}(x)$. However, in practice the algorithm works for "sufficiently random" $x$.

\textbf{Claim 3.2.5.} \textit{As a heuristic approximation, SFT 2.0 runs in }$O((k^2 n \log(n/\delta))/\epsilon)^{1/3} \log n)$\textit{ as long as }$k \leq \epsilon^2 n \log(n/\delta)$.

\textbf{Justification.} First we will show that the heuristic improves the inner loop running time to $O(B \log(n/\delta) + \frac{k}{M} dkn/B + M + dk)$, then optimize the parameters $B$ and $M$.

Heuristically, one would expect each of the $I_r$ to be a $\frac{|T|}{M}$ factor smaller than if we did not require the elements to lie in $T$ modulo $M$. Hence, we expect each of the $I_r$ and $I'$ to have size $\frac{|T|}{M} dkn/B = O(\frac{k}{M} dkn/B)$. Then in each location loop, rather than spending $O(dkn/B)$ time to list our output, we spend $O(\frac{k}{M} dkn/B)$ time—plus the time required to figure out where to start listing coordinates from each of the $dk$ chosen elements $J$ of $\hat{z}$. We do this by sorting $J$ and $\{\sigma i | i \in T\}$ (mod $M$), then scanning through the elements. It takes $O(M + dk)$ time to sort $O(dk)$ elements in $[M]$, so the total runtime of each location loop is $O(B \log(n/\delta) + \frac{k}{M} dkn/B + M + dk)$. The estimation loops are even faster, since they benefit from $|I'|$ being smaller but avoid the $M + dk$ penalty.

The full algorithm does $O(M \log M)$ preprocessing and runs the inner loop $L = O(\log n)$ times with $d = O(1/\epsilon)$. Therefore, given parameters $B$ and $M$, the algorithm takes $O(M \log M +$
\[ B \log \frac{n}{\delta} \log n + \frac{k}{M} \log n \left( \frac{\log n}{\log \delta} \right) \log \left( \frac{n}{\log \delta} \right) \frac{k}{\epsilon} \log n \] time. Optimizing over \( B \), we take
\[ O(M \log n + k \sqrt{\frac{n}{M \epsilon} \log(n/\delta) \log n + \frac{k}{\epsilon} \log n}) \]
time. Then, optimizing over \( M \), this becomes
\[ O((k^2 n \log(n/\delta)/\epsilon)^{1/3} \log n + \frac{k}{\epsilon} \log n) \]
time. If \( k < \epsilon^2 n \log(n/\delta) \), the first term dominates.
Note that this is an \((\frac{n \log(n/\delta)}{\epsilon k})^{1/6}\) factor smaller than the running time of SFT 1.0.
Chapter 4

Optimizing Runtime Complexity

4.1 Introduction

The algorithm presented in Chapter 3 was the first algorithm to outperform FFT in practice for reasonably sparse signals. However, it has a runtime of $O\left(\log n \sqrt{n k \log n}\right)$ which is polynomial in $n$ and only outperforms FFT for $k$ smaller than $\Theta\left(n / \log n\right)$.

4.1.1 Results

In this chapter, we address this limitation by presenting two new algorithms for the sparse Fourier transform. We show:

- An $O(k \log n)$-time algorithm for the exactly $k$-sparse case, and
- An $O(k \log n \log(n/k))$-time algorithm for the general case.

The key property of both algorithms is their ability to achieve $o(n \log n)$ time, and thus improve over the FFT, for any $k = o(n)$. These algorithms are the first known algorithms that satisfy this property. Moreover, if one assumes that FFT is optimal and hence the DFT cannot be computed in less than $O(n \log n)$ time, the algorithm for the exactly $k$-sparse case is optimal\footnote{One also needs to assume that $k$ divides $n$. See appendix B for more details.} as long as $k = n^{O(1)}$. Under the same assumption, the result for the general case is at most one log log $n$ factor away from the optimal runtime for the case of “large” sparsity $k = n / \log^{O(1)} n$.

For the general case, given a signal $x$, the algorithm computes a $k$-sparse approximation $\hat{x}'$ of its Fourier transform, $\hat{x}$ that satisfies the following $\ell_2/\ell_2$ guarantee:

$$\|\hat{x} - \hat{x}'\|_2 \leq C \min_{k\text{-sparse } y} \|\hat{x} - y\|_2,$$

where $C$ is some approximation factor and the minimization is over $k$-sparse signals.

Furthermore, our algorithm for the exactly sparse case is quite simple and has low big-Oh constants. In particular, our implementation of a variant of this algorithm, described in Chapter 6, is faster than FFTW, a highly efficient implementation of the FFT, for $n = 2^{22}$ and $k \leq 2^{17}$ [71].
In contrast, for the same signal size, the algorithms in Chapter 3 were faster than FFTW only for $k \leq 2000$.\(^2\)

We complement our algorithmic results by showing that any algorithm that works for the general case must use at least $\Omega(k \log(n/k) / \log \log n)$ samples from $x$. The proof of this lower bound can be found in Appendix C. The lower bound uses techniques from [146], which shows a lower bound of $\Omega(k \log(n/k))$ for the number of arbitrary linear measurements needed to compute the $k$-sparse approximation of an $n$-dimensional vector $\hat{x}$. In comparison to [146], our bound is slightly worse but it holds even for adaptive sampling, where the algorithm selects the samples based on the values of the previously sampled coordinates.\(^3\) Note that our algorithms are non-adaptive, and thus limited by the more stringent lower bound of [146].

### 4.1.2 Techniques

Recall from Chapter 3 that we can use the flat window filters coupled with a random permutation of the spectrum to bin/bucketize the Fourier coefficients into a small number of buckets. We can then use that to estimate the positions and values of the large frequency coefficients that were isolated in their own bucket. Here, we use the same filters introduced in Chapter 3. In this case, a filter $G$ have the property that the value of $\hat{G}$ is “large” over a constant fraction of the pass region, referred to as the “super-pass” region. We say that a coefficient is “isolated” if it falls into a filter’s super-pass region and no other coefficient falls into filter’s pass region. Since the super-pass region of our filters is a constant fraction of the pass region, the probability of isolating a coefficient is constant.

However, the main difference in this chapter, that allows us to achieve the stated running times, is a fast method for locating and estimating isolated coefficients. Further, our algorithm is iterative, so we also provide a fast method for updating the signal so that identified coefficients are not considered in future iterations. Below, we describe these methods in more detail.

### New Techniques: Location and Estimation

Our location and estimation methods depends on whether we handle the exactly sparse case or the general case. In the exactly sparse case, we show how to estimate the position of an isolated Fourier coefficient using only two samples of the filtered signal. Specifically, we show that the phase difference between the two samples is linear in the index of the coefficient, and hence we can recover the index by estimating the phases. This approach is inspired by the frequency offset estimation in orthogonal frequency division multiplexing (OFDM), which is the modulation method used in modern wireless technologies (see [77], Chapter 2).

\(^2\)Note that both numbers ($k \leq 2^{17}$ and $k \leq 2000$) are for the exactly $k$-sparse case. The algorithm in Chapter 3 can deal with the general case, but the empirical runtimes are higher.

\(^3\)Note that if we allow arbitrary adaptive linear measurements of a vector $\hat{x}$, then its $k$-sparse approximation can be computed using only $O(k \log \log(n/k))$ samples [86]. Therefore, our lower bound holds only where the measurements, although adaptive, are limited to those induced by the Fourier matrix. This is the case when we want to compute a sparse approximation to $\hat{x}$ from samples of $x$. 
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In order to design an algorithm for the general case, we employ a different approach. Specifically, we can use two samples to estimate (with constant probability) individual bits of the index of an isolated coefficient. Similar approaches have been employed in prior work. However, in those papers, the index was recovered bit by bit, and one needed $\Omega(\log \log n)$ samples per bit to recover all bits correctly with constant probability. In contrast, we recover the index one block of bits at a time, where each block consists of $O(\log \log n)$ bits. This approach is inspired by the fast sparse recovery algorithm of [62]. Applying this idea in our context, however, requires new techniques. The reason is that, unlike in [62], we do not have the freedom of using arbitrary “linear measurements” of the vector $\hat{x}$, and we can only use the measurements induced by the Fourier transform. As a result, the extension from “bit recovery” to “block recovery” is the most technically involved part of the algorithm. Section 4.3.1 contains further intuition on this part.

**New Techniques: Updating the Signal**

The aforementioned techniques recover the position and the value of any isolated coefficient. However, during each filtering step, each coefficient becomes isolated only with constant probability. Therefore, the filtering process needs to be repeated to ensure that each coefficient is correctly identified. In Chapter 3, the algorithm simply performs the filtering $O(\log n)$ times and uses the median estimator to identify each coefficient with high probability. This, however, would lead to a running time of $O(k \log^2 n)$ in the $k$-sparse case, since each filtering step takes $k \log n$ time.

One could reduce the filtering time by subtracting the identified coefficients from the signal. In this way, the number of non-zero coefficients would be reduced by a constant factor after each iteration, so the cost of the first iteration would dominate the total running time. Unfortunately, subtracting the recovered coefficients from the signal is a computationally costly operation, corresponding to a so-called *non-uniform* DFT (see [61] for details). Its cost would override any potential savings.

In this chapter, we introduce a different approach: instead of subtracting the identified coefficients from the *signal*, we subtract them directly from the *bins* obtained by filtering the signal. The latter operation can be done in time linear in the number of subtracted coefficients, since each of them “falls” into only one bin. Hence, the computational costs of each iteration can be decomposed into two terms, corresponding to filtering the original signal and subtracting the coefficients. For the exactly sparse case these terms are as follows:

- The cost of filtering the original signal is $O(B \log n)$, where $B$ is the number of bins. $B$ is set to $O(k')$, where $k'$ is the the number of yet-unidentified coefficients. Thus, initially $B$ is equal to $O(k)$, but its value decreases by a constant factor after each iteration.
- The cost of subtracting the identified coefficients from the bins is $O(k)$.

Since the number of iterations is $O(\log k)$, and the cost of filtering is dominated by the first iteration, the total running time is $O(k \log n)$ for the exactly sparse case.

---

4 We note that although the two-sample approach employed in our algorithm works in theory only for the exactly $k$-sparse case, our preliminary experiments show that using a few more samples to estimate the phase works surprisingly well even for general signals.

5 In particular, the method of [62] uses measurements corresponding to a random error correcting code.
For the general case, we need to set \( k' \) and \( B \) more carefully to obtain the desired running time. The cost of each iterative step is multiplied by the number of filtering steps needed to compute the location of the coefficients, which is \( \Theta(\log(n/B)) \). If we set \( B = \Theta(k') \), this would be \( \Theta(\log n) \) in most iterations, giving a \( \Theta(k \log^2 n) \) running time. This is too slow when \( k \) is close to \( n \). We avoid this by decreasing \( B \) more slowly and \( k' \) more quickly. In the \( r \)-th iteration, we set \( B = k/\text{poly}(r) \). This allows the total number of bins to remain \( \hat{O}(k) \) while keeping \( \log(n/B) \) small—at most \( \hat{O}(\log \log k) \) more than \( \log(n/k) \). Then, by having \( k' \) decrease according to \( k' = k/\alpha \Theta(r) \) rather than \( k/2\Theta(r) \), we decrease the number of rounds to \( \hat{O}(\log k/\log \log k) \).

Some careful analysis shows that this counteracts the \( \log k \) loss in the \( \log(n/B) \) term, achieving the desired \( \hat{O}(k \log n \log(n/k)) \) running time.

### 4.2 Algorithm for the Exactly Sparse Case

In this section, we assume \( \hat{x}_i \in \{-L, \ldots, L\} \) for some precision parameter \( L \). To simplify the bounds, we assume \( L \leq n^c \) for some constant \( c > 0 \); otherwise the \( \log n \) term in the running time bound is replaced by \( \log \log L \). We also assume that \( \hat{x} \) is exactly \( k \)-sparse. We will use the filter \( G \) with parameter \( \delta = 1/(4n^2L) \).

**Definition 4.2.1.** We say that \( (G, \hat{G}') = (G_{B,\delta,a}, \hat{G}'_{B,\delta,a}) \in \mathbb{R}^n \times \mathbb{R}^n \) is a flat window function with parameters \( B \geq 1, \delta > 0, \) and \( \alpha > 0 \) if \( |\text{supp}(G)| = O(\frac{B}{\alpha} \log(n/\delta)) \) and \( \hat{G}' \) satisfies

- \( \hat{G}'_i = 1 \) for \( |i| \leq (1 - \alpha)n/(2B) \) and \( \hat{G}'_i = 0 \) for \( |i| > n/(2B) \)
- \( \hat{G}'_i \in [0, 1] \) for all \( i \)
- \( \|\hat{G}' - \hat{G}\|_\infty < \delta. \)

The above notion corresponds to the \((1/(2B), (1 - \alpha)/(2B), \delta, O(B/\alpha \log(n/\delta))-flat window function. In Appendix D, we give efficient constructions of such window functions, where \( G \) can be computed in \( \hat{O}(\frac{B}{\alpha} \log(n/\delta)) \) time and for each \( i, \hat{G}'_i \) can be computed in \( \hat{O}(\log(n/\delta)) \) time. Of course, for \( i \notin [(1 - \alpha)n/(2B), n/(2B)] \), \( \hat{G}'_i \in \{0, 1\} \) can be computed in \( O(1) \) time. The fact that \( \hat{G}'_i \) takes \( o(1) \) time to compute for \( i \in [(1 - \alpha)n/(2B), n/(2B)] \) will add some complexity to our algorithm and analysis. We will need to ensure that we rarely need to compute such values. A practical implementation might find it more convenient to precompute the window functions in a preprocessing stage, rather than compute them on the fly.

The algorithm NOISELESSPARSEFFT (SFT 3.0) is described as Algorithm 4.2.1. The algorithm has three functions:

- **HASHTOBINS.** This permutes the spectrum of \( \hat{x} - \hat{z} \) with \( P_{\alpha,a,b} \), then “hashes” to \( B \) bins. The guarantee will be described in Lemma 4.2.4.

- **NOISELESSPARSEFFTINNER.** Given time-domain access to \( x \) and a sparse vector \( \hat{z} \) such that \( \hat{x} - \hat{z} \) is \( k' \)-sparse, this function finds “most” of \( \hat{x} - \hat{z} \).

- **NOISELESSPARSEFFT.** This iterates NOISELESSPARSEFFTINNER until it finds \( \hat{x} \) exactly.

We analyze the algorithm “bottom-up”, starting from the lower-level procedures.
\begin{procedure}
    \textsc{HashToBins}(x, \tilde{z}, P_{\sigma,a,b}, B, \delta, \alpha)
    \begin{enumerate}
    \item Compute $\tilde{y}_{jn/B}$ for $j \in [B]$, where $y = G_{B,\alpha,\delta} \cdot (P_{\sigma,a,b} x)$
    \item Compute $\tilde{y}'_{jn/B} = \tilde{y}_{jn/B} - (G_{B,\alpha,\delta} \ast \hat{P}_{\sigma,a,b} \tilde{z})_{jn/B}$ for $j \in [B]$
    \end{enumerate}
    \textbf{return} $\hat{a}$ given by $\hat{a}_j = \tilde{y}'_{jn/B}$.
\end{procedure}

\begin{procedure}
    \textsc{NoiselessSparseFFTInner}(x, k', \tilde{z}, \alpha)
    \begin{enumerate}
    \item Let $\hat{B} = k' / \beta$, for sufficiently small constant $\beta$.
    \item Let $\delta = 1/(4n^2L)$.
    \item Choose $\sigma$ uniformly at random from the set of odd numbers in $[n]$.
    \item Choose $b$ uniformly at random from $[n]$.
    \item $\hat{u} \leftarrow \textsc{HashToBins}(x, \tilde{z}, P_{\sigma,0,b}, B, \delta, \alpha)$.
    \item $\hat{u}' \leftarrow \textsc{HashToBins}(x, \tilde{z}, P_{\sigma,1,b}, B, \delta, \alpha)$.
    \item $\hat{w} \leftarrow 0$.
    \item Compute $J = \{ j : |\hat{u}_j| > 1/2 \}$.
    \item For $j \in J$ do
    \begin{enumerate}
    \item $a \leftarrow \hat{u}_j / \hat{u}'_j$.
    \item $i \leftarrow \sigma^{-1}(\text{round}(\phi(a) \frac{n}{2\pi})) \mod n$. \hfill $\triangleright \phi(a)$ denotes the phase of $a$.
    \item $v \leftarrow \text{round}(\hat{u}_j)$.
    \item $\hat{w}_i \leftarrow v$.
    \end{enumerate}
    \end{enumerate}
    \textbf{return} $\hat{w}$
\end{procedure}

\begin{procedure}
    \textsc{NoiselessSparseFFT}(x, k)
    \begin{enumerate}
    \item $\hat{z} \leftarrow 0$
    \item For $t \in 0, 1, \ldots, \log k$ do
    \begin{enumerate}
    \item $k_t \leftarrow k/2^t$, $\alpha_t \leftarrow \Theta(2^{-t})$.
    \item $\hat{z} \leftarrow \hat{z} + \textsc{NoiselessSparseFFTInner}(x, k_t, \hat{z}, \alpha_t)$.
    \end{enumerate}
    \end{enumerate}
    \textbf{return} $\hat{z}$
\end{procedure}

4.2.1: SFT 3.0: Exact Sparse Fourier Transform for $k = o(n)$

\textbf{Analysis of \textsc{NoiselessSparseFFTInner} and \textsc{HashToBins}.}

For any execution of \textsc{NoiselessSparseFFTInner}, define the support $S = \text{supp}(\tilde{x} - \tilde{z})$. Recall that $\pi_{\sigma,b}(i) = \sigma(i - b) \mod n$. Define $h_{\sigma,b}(i) = \text{round}(\pi_{\sigma,b}(i) B/n)$ and $o_{\sigma,b}(i) = \pi_{\sigma,b}(i) - h_{\sigma,b}(i) n/B$. Note that therefore $|o_{\sigma,b}(i)| \leq n/(2B)$. We will refer to $h_{\sigma,b}(i)$ as the “bin” that the frequency $i$ is mapped into, and $o_{\sigma,b}(i)$ as the “offset”. For any $i \in S$ define two types of events associated with $i$ and $S$ and defined over the probability space induced by $\sigma$ and $b$:

- “Collision” event $E_{\text{coll}}(i)$: holds iff $h_{\sigma,b}(i) \in h_{\sigma,b}(S \setminus \{i\})$, and
- “Large offset” event $E_{\text{off}}(i)$: holds iff $|o_{\sigma,b}(i)| \geq (1 - \alpha)n/(2B)$.

\textbf{Claim 4.2.2.} For any $i \in S$, the event $E_{\text{coll}}(i)$ holds with probability at most $4|S|/B$. 
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Proof. Consider distinct \(i, j \in S\). By Lemma 2.2.7,

\[
\Pr[h_{\sigma, b}(i) = h_{\sigma, b}(j)] \leq \Pr[\pi_{\sigma, b}(i) - \pi_{\sigma, b}(j) \mod n \in [-n/B, n/B]]
\]

\[
= \Pr[\sigma(i - j) \mod n \in [-n/B, n/B]]
\]

\[\leq 4/B.\]

By a union bound over \(j \in S\), \(\Pr[E_{\text{coll}}(i)] \leq 4|S|/B.\)

\[\Box\]

**Claim 4.2.3.** For any \(i \in S\), the event \(E_{\text{off}}(i)\) holds with probability at most \(\alpha\).

*Proof.* Note that \(o_{\sigma, b}(i) \equiv \pi_{\sigma, b}(i) \equiv \sigma(i - b) \pmod{n/B}\). For any odd \(\sigma\) and any \(l \in [n/B]\), we have that \(\Pr_b[\sigma(i - b) \equiv l \pmod{n/B}] = B/n\). Since only \(\alpha n/B\) offsets \(o_{\sigma, b}(i)\) cause \(E_{\text{off}}(i)\), the claim follows.

**Lemma 4.2.4.** Suppose \(B\) divides \(n\). The output \(\hat{u}\) of \textsc{HashToBins} satisfies

\[
\hat{u}_j = \sum_{h_{\sigma, b}(i) = j} (x - z)_i (G'_{B, \delta, \alpha})_{-o_{\sigma, b}(i)} \omega^{o_{\sigma, b}(i)} \pm \delta \|\hat{x}\|_1.
\]

Let \(\zeta = |\{i \in \text{supp}(\hat{z}) \mid E_{\text{off}}(i)\}|\). The running time of \textsc{HashToBins} is \(O\left(\frac{B}{\alpha} \log(n/\delta) + \|\hat{z}\|_0 + \zeta \log(n/\delta)\right)\).

*Proof.* The proof can be found in Appendix A.3.

**Lemma 4.2.5.** Consider any \(i \in S\) such that neither \(E_{\text{coll}}(i)\) nor \(E_{\text{off}}(i)\) holds. Let \(j = h_{\sigma, b}(i)\). Then

\[
\text{round}(\phi(\hat{u}_j/\hat{u}'_j) \frac{n}{2\pi}) = \sigma i \pmod{n},
\]

\[
\text{round}(\hat{u}_j) = \hat{x}_i - \hat{z}_i,
\]

and \(j \in J\).

*Proof.* The proof can be found in Appendix A.4.

For each invocation of \textsc{NoiselessSparseFFTInner}, let \(P\) be the the set of all pairs \((i, v)\) for which the command \(\hat{w}_i \leftarrow v\) was executed. Claims 4.2.2 and 4.2.3 and Lemma 4.2.5 together guarantee that for each \(i \in S\) the probability that \(P\) does not contain the pair \((i, (\hat{x} - \hat{z})_i)\) is at most \(4|S|/B + \alpha\). We complement this observation with the following claim.

**Claim 4.2.6.** For any \(j \in J\) we have \(j \in h_{\sigma, b}(S)\). Therefore, \(|J| = |P| \leq |S|\).

*Proof.* Consider any \(j \notin h_{\sigma, b}(S)\). From Equation (A.1) in the proof of Lemma 4.2.5 it follows that \(|\hat{u}_j| \leq \delta nL < 1/2\).

**Lemma 4.2.7.** Consider an execution of \textsc{NoiselessSparseFFTInner}, and let \(S = \text{supp}(\hat{x} - \hat{z})\). If \(|S| \leq k'\), then

\[
E[|\|\hat{x} - \hat{z} - \hat{w}\|_0| \leq 8(\beta + \alpha)|S|].
\]
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Proof. Let $e$ denote the number of coordinates $i \in S$ for which either $E_{coll}(i)$ or $E_{off}(i)$ holds. Each such coordinate might not appear in $P$ with the correct value, leading to an incorrect value of $\hat{\bar{w}}_i$. In fact, it might result in an arbitrary pair $(i', v')$ being added to $P$, which in turn could lead to an incorrect value of $\hat{\bar{w}}_{i'}$. By Claim 4.2.6 these are the only ways that $\hat{\bar{w}}$ can be assigned an incorrect value. Thus we have
\[ \|\hat{x} - \hat{z} - \hat{w}\|_0 \leq 2e. \]
Since $E[e] \leq (4|S|/B + \alpha)|S| \leq (4\beta + \alpha)|S|$, the lemma follows. \hfill \qed

Analysis of NoiselessSparseFFT.

Consider the $t$th iteration of the procedure, and define $S_t = \text{supp}(\hat{x} - \hat{z})$ where $\hat{x}$ denotes the value of the variable at the beginning of loop. Note that $|S_0| = |\text{supp}(\hat{x})| \leq k$.

We also define an indicator variable $I_t$ which is equal to 0 iff $|S_t|/|S_{t-1}| \leq 1/8$. If $I_t = 1$ we say the the $t$th iteration was not successful. Let $\gamma = 8 \cdot 8(\beta + \alpha)$. From Lemma 4.2.7 it follows that $\Pr[I_t = 1 | |S_{t-1}| \leq k/2^{t-1}] \leq \gamma$. From Claim 4.2.6 it follows that even if the $t$th iteration is not successful, then $|S_t|/|S_{t-1}| \leq 2$.

For any $t \geq 1$, define an event $E(t)$ that occurs iff $\sum_{i=1}^{t} I_i \geq t/2$. Observe that if none of the events $E(1) \ldots E(t)$ holds then $|S_t| \leq k/2^t$.

Lemma 4.2.8. Let $E = E(1) \cup \ldots \cup E(\lambda)$ for $\lambda = 1 + \log k$. Assume that $(4\gamma)^{1/2} < 1/4$. Then $\Pr[E] \leq 1/3$.

Proof. Let $t' = \lceil t/2 \rceil$. We have
\[ \Pr[E(t)] \leq \left( \begin{array}{c} t \\ t' \end{array} \right) \gamma^{t'} \leq 2^{t} \gamma^{t'} \leq (4\gamma)^{t'/2} \]
Therefore
\[ \Pr[E] \leq \sum_t \Pr[E(t)] \leq \frac{(4\gamma)^{1/2}}{1 - (4\gamma)^{1/2}} \leq 1/4 \cdot 4/3 = 1/3. \]
\hfill \qed

Theorem 4.2.9. Suppose $\hat{x}$ is $k$-sparse with entries from $\{-L, \ldots, L\}$ for some known $L = n^{O(1)}$. Then the algorithm NoiselessSparseFFT runs in expected $O(k \log n)$ time and returns the correct vector $\hat{x}$ with probability at least $2/3$.

Proof. The correctness follows from Lemma 4.2.8. The running time is dominated by $O(\log k)$ executions of HashToBins.

Assuming a correct run, in every round $t$ we have
\[ \|\hat{z}\|_0 \leq |\hat{z}|_0 + |S_t| \leq k + k/2^t \leq 2k. \]
Therefore
\[ \mathbb{E}[|\{i \in \text{supp}(z) : E_{off}(i)\}|] \leq \alpha \|\hat{z}\|_0 \leq 2\alpha k, \]
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so the expected running time of each execution of HASHTOBINS is \( O(\frac{B}{\alpha} \log(n/\delta) + k + \alpha k \log(n/\delta)) = O(\frac{B}{\alpha} \log n + k + \alpha k \log n) \). Setting \( \alpha = \Theta(2^{-t/2}) \) and \( \beta = \Theta(1) \), the expected running time in round \( t \) is \( O(2^{-t/2}k \log n + k + 2^{-t/2}k \log n) \). Therefore the total expected running time is \( O(k \log n) \). \( \square \)

4.3 Algorithm for the General Case

For the general case, we only achieve Equation (4.1) for \( C = 1 + \epsilon \) if \( \|\hat{x}\|_2 \leq n^{O(1)} \cdot \min_{k\text{-sparse } y} \|\hat{x} - y\|_2 \). In general, for any parameter \( \delta > 0 \) we can add \( \delta \|\hat{x}\|_2 \) to the right hand side of Equation (4.1) and run in time \( O(k \log(n/k) \log(n/\delta)) \).

Pseudocode for the general algorithm SFT 4.0 is shown in Algorithm 4.3.1 and 4.3.2.

4.3.1 Intuition

Let \( S \) denote the “heavy” \( O(k/\epsilon) \) coordinates of \( \hat{x} \). The overarching algorithm SPARSEFFT (SFT 4.0) works by first “locating” a set \( L \) containing most of \( S \), then “estimating” \( \hat{x}_L \) to get \( \hat{z} \). It then repeats on \( \hat{x} - \hat{z} \). We will show that each heavy coordinate has a large constant probability of both being in \( L \) and being estimated well. As a result, \( \hat{x} - \hat{z} \) is probably nearly \( k/4 \)-sparse, so we can run the next iteration with \( k \to k/4 \). The later iterations then run faster and achieve a higher success probability, so the total running time is dominated by the time in the first iteration and the total error probability is bounded by a constant.

In the rest of this intuition, we will discuss the first iteration of SPARSEFFT with simplified constants. In this iteration, hashes are to \( B = O(k/\epsilon) \) bins and, with \( 3/4 \) probability, we get \( \hat{z} \) so \( \hat{x} - \hat{z} \) is nearly \( k/4 \)-sparse. The actual algorithm will involve a parameter \( \alpha \) in each iteration, roughly guaranteeing that with \( 1 - \sqrt{\alpha} \) probability, we get \( \hat{z} \) so \( \hat{x} - \hat{z} \) is nearly \( \sqrt{\alpha} k \)-sparse; the formal guarantee will be given by Lemma 4.3.8. For this intuition we only consider the first iteration where \( \alpha \) is a constant.

Location

As in the noiseless case, to locate the “heavy” coordinates we consider the “bins” computed by HASHTOBINS with \( P_{\sigma,a,b} \). This roughly corresponds to first permuting the coordinates according to the (almost) pairwise independent permutation \( P_{\sigma,a,b} \), partitioning the coordinates into \( B = O(k/\epsilon) \) “bins” of \( n/B \) consecutive indices, and observing the sum of values in each bin. We get that each heavy coordinate \( i \) has a large constant probability that the following two events occur: no other heavy coordinate lies in the same bin, and only a small (i.e., \( O(\epsilon/k) \)) fraction of the mass from non-heavy coordinates lies in the same bin. For such a “well-hashed” coordinate \( i \), we would like to find its location \( \tau = \pi_{\sigma,b}(i) = \sigma(i - b) \) among the \( \epsilon n/k < n/k \) consecutive values that hash to the same bin. Let

\[
\theta_j^* = \frac{2\pi}{n} (j + \sigma b) \pmod{2\pi}.
\]
so $\theta^*_e = \frac{2\pi}{n} \sigma \bar{r}$. In the noiseless case, we showed that the difference in phase in the bin using $P_{\sigma,0,b}$ and using $P_{\sigma,1,b}$ is $\theta^*_e$ plus a negligible $O(\delta)$ term. With noise this may not be true; however, we can say for any $\beta \in [n]$ that the difference in phase between using $P_{\sigma,a,b}$ and $P_{\sigma,a+\beta,b}$, as a distribution over uniformly random $a \in [n]$, is $\beta \theta^*_e + \nu$ with (for example) $E[\nu^2] = 1/100$ (all operations on phases modulo $2\pi$). We can only hope to get a constant number of bits from such a “measurement”. So our task is to find $\tau$ within a region $Q$ of size $n/k$ using $O(\log(n/k))$ “measurements” of this form.

One method for doing so would be to simply do measurements with random $\beta \in [n]$. Then each measurement lies within $\pi/4$ of $\beta \theta^*_e$ with at least $1 - \frac{E[\nu^2]}{\pi^2/16} > 3/4$ probability. On the other hand, for $j \neq \tau$ and as a distribution over $\beta$, $\beta(\theta^*_e + \nu)$ is roughly uniformly distributed around the circle. As a result, each measurement is probably more than $\pi/4$ away from $\beta \theta^*_e$. Hence $O(\log(n/k))$ repetitions suffice to distinguish among the $n/k$ possibilities for $\tau$. However, while the number of measurements is small, it is not clear how to decode in polylog rather than $\Omega(n/k)$ time.

To solve this, we instead do a $t$-ary search on the location for $t = \Theta(\log n)$. At each of $O(\log_t(n/k))$ levels, we split our current candidate region $Q$ into $t$ consecutive subregions $Q_1, \ldots, Q_t$, each of size $w$. Now, rather than choosing $\beta \in [n]$, we choose $\beta \in [\frac{n}{16w}, \frac{n}{8w}]$. By the upper bound on $\beta$, for each $q \in [t]$ the values $\{\beta \theta^*_e | j \in Q_q\}$ all lie within $\beta \theta^*_e + \pi/4$ of each other on the circle. On the other hand, if $|j - \tau| > 16w$, then $\beta(\theta^*_e + \nu)$ will still be roughly uniformly distributed about the circle. As a result, we can check a single candidate element $e_q$ from each subregion: if $e_q$ is in the same subregion as $\tau$, each measurement usually agrees in phase; but if $e_q$ is more than 16 subregions away, each measurement usually disagrees in phase. Hence with $O(\log t)$ measurements, we can locate $\tau$ to within $O(1)$ consecutive subregions with failure probability $1/t^\Theta(1)$. The decoding time is $O(t \log t)$.

This primitive \textsc{LocateInner} lets us narrow down the candidate region for $\tau$ to a subregion that is $\Omega(t)$ factor smaller. By repeating \textsc{LocateInner} $\log_t(n/k)$ times, \textsc{LocateSignal} can find $\tau$ precisely. The number of measurements is then $O(\log_t \log_t(n/k)) = O(\log(n/k))$ and the decoding time is $O(t \log t \log_t(n/k)) = O(\log(n/k) \log n)$. Furthermore, the “measurements” (which are actually calls to HashToBins) are non-adaptive, so we can perform them in parallel for all $O(k/e)$ bins, with $O(\log(n/\delta))$ average time per measurement. This gives $O(k \log(n/k) \log(n/\delta))$ total time for \textsc{LocateSignal}.

This lets us locate every heavy and “well-hashed” coordinate with $1/t^\Theta(1) = o(1)$ failure probability, so every heavy coordinate is located with arbitrarily high constant probability.

## Estimation

By contrast, estimation is fairly simple. As in Algorithm 4.2.1, we can estimate $(\hat{x} - z)_i$ as $\hat{u}_{\beta_{\sigma,b}(i)}$, where $\hat{u}$ is the output of HashToBins. Unlike in Algorithm 4.2.1, we now have noise that may cause a single such estimate to be poor even if $i$ is “well-hashed”. However, we can show that for a random permutation $P_{\sigma,a,b}$ the estimate is “good” with constant probability. \textsc{EstimateValues} takes the median of $R_{est} = O(\log \frac{1}{\delta})$ such samples, getting a good estimate with $1 - \epsilon/64$ probability. Given a candidate set $L$ of size $k/e$, with $7/8$ probability at most $k/8$ of the coordinates are badly estimated. On the other hand, with $7/8$ probability, at least $7k/8$ of the heavy coordinates are both located and well estimated. This suffices to show that, with $3/4$ probability, the largest $k$
**procedure** `SPARSEFFT(x, k, \( \epsilon, \delta \))`

\[
R \leftarrow O(\log k / \log \log k) \text{ as in Theorem 4.3.9.}
\]

\[
\hat{z}^{(1)} \leftarrow 0
\]

for \( r \in [R] \) do

Choose \( B_r, k_r, \alpha_r \) as in Theorem 4.3.9.

\[
R_{est} \leftarrow O(\log(\frac{B_r}{\alpha_r, k_r})) \text{ as in Lemma 4.3.8.}
\]

\[
L_r \leftarrow \text{LOCATE\textsc{Signal}}(x, \hat{z}^{(r)}, B_r, \alpha_r, \delta)
\]

\[
\hat{z}^{(r+1)} \leftarrow \hat{z}^{(r)} + \text{ESTIMATE\textsc{Values}}(x, \hat{z}^{(r)}, 3k_r, L_r, B_r, \delta, R_{est})
\]

**return** \( \hat{z}^{(R+1)} \)

**procedure** `ESTIMATE\textsc{Values}(x, \hat{z}, k', L, B, \delta, R_{est})`

for \( r \in [R_{est}] \) do

Choose \( a_r, b_r \in [n] \) uniformly at random.

Choose \( \sigma_r \) uniformly at random from the set of odd numbers in \([n]\).

\[
\hat{u}^{(r)} \leftarrow \text{HASH\textsc{ToBins}}(x, \hat{z}, P_{\sigma_r, a_r}, B, \delta).
\]

\[
\hat{w} \leftarrow 0
\]

for \( i \in L \) do

\[
\hat{w}_i \leftarrow \text{median, } \hat{u}^{(r)}_{h_{\sigma_r, b_r}(i)} \omega^{-a_r \cdot i}.
\]

\[
J \leftarrow \arg \max_{|J| = k'} \| \hat{w}_J \|_2.
\]

**return** \( \hat{w}_J \)

**4.3.1** SFT 4.0: General Sparse Fourier Transform for \( k = o(n) \), Part 1/2.

elements \( J \) of our estimate \( \hat{w} \) contains good estimates of \( 3k/4 \) large coordinates, so \( x - \hat{z} - w_J \) is close to \( k/4 \)-sparse.

**4.3.2 Analysis**

**Formal definitions**

As in the noiseless case, we define \( \pi_{\sigma, b}(i) = \sigma(i - b) \mod n, h_{\sigma, b}(i) = \text{round}(\pi_{\sigma, b}(i) B / n) \) and \( \alpha_{\sigma, b}(i) = \pi_{\sigma, b}(i) - h_{\sigma, b}(i) n / B \). We say \( h_{\sigma, b}(i) \) is the “bin” that frequency \( i \) is mapped into, and \( \alpha_{\sigma, b}(i) \) is the “offset”. We define \( h_{\sigma, b}^{-1}(j) = \{ i \in [n] \mid h_{\sigma, b}(i) = j \} \).

Define

\[
\text{Err}(x, k) = \min_{k\text{-sparse } y} \| x - y \|_2.
\]

In each iteration of `SPARSEFFT`, define \( \hat{x}' = \hat{x} - \hat{z} \), and let

\[
\rho^2 = \text{Err}^2(\hat{x}', k) + \delta^2 n \| \hat{x}' \|_1^2
\]

\[
\mu^2 = \epsilon \rho^2 / k
\]

\[
S = \{ i \in [n] \mid | \hat{x}'_i |^2 \geq \mu^2 \}
\]

Then \( |S| \leq (1 + 1/\epsilon) k = O(k / \epsilon) \) and \( \| \hat{x}' - \hat{x}'_S \|^2 \leq (1 + \epsilon) \rho^2 \). We will show that each \( i \in S \) is found by `LOCATE\textsc{Signal}` with probability \( 1 - O(\alpha) \), when \( B = \Omega(\frac{k}{\alpha^2}) \).
 procedure LOCATE SIGNAL \((x, \bar{z}, B, \alpha, \delta)\)

Choose uniformly at random \(\sigma, b \in [n]\) with \(\sigma\) odd.

Initialize \(l_1^{(1)} = (i - 1)n/B\) for \(i \in [B]\).

Let \(w_0 = n/B, t = \log n, t' = t/4, D_{\text{max}} = \log t'(w_0 + 1)\).

Let \(R_{\text{loc}} = \Theta(\log_{1/\alpha}(t/\alpha))\) per Lemma 4.3.5.

for \(D \in [D_{\text{max}}]\) do

\(\hat{l}^{(D+1)} \leftarrow \text{LOCATE INNER}(x, \bar{z}, B, \delta, \alpha, \sigma, b, l, w, t, R_{\text{loc}})\)

\(L \leftarrow \{\pi_{\sigma, b}(\hat{l}_j^{D_{\text{max}}+1}) \mid j \in [B]\}\)

return \(L\)

\(\triangleright \delta, \alpha\) parameters for \(G, G'\)

\(\triangleright (l_1, l_1 + w), \ldots, (l_B, l_B + w)\) the plausible regions.

\(\triangleright B \approx k/\epsilon\) the number of bins

\(\triangleright t \approx \log n\) the number of regions to split into.

\(\triangleright R_{\text{loc}} \approx \log t = \log \log n\) the number of rounds to run

 procedure LOCATE INNER \((x, \bar{z}, B, \delta, \alpha, \sigma, b, l, w, t, R_{\text{loc}})\)

Let \(s = \Theta(\alpha^{1/3})\).

Let \(v_{j,q} = 0\) for \((j, q) \in [B] \times [t]\).

for \(r \in [R_{\text{loc}}]\) do

Choose \(a \in [n]\) uniformly at random.

Choose \(\beta \in \{\frac{s}{4w}, \ldots, \frac{s t}{2 w}\}\) uniformly at random.

\(\bar{u} \leftarrow \text{HASH TO BINS}(x, \bar{z}, P_{\sigma, a, b}, B, \delta, \alpha)\).

\(\bar{u}' \leftarrow \text{HASH TO BINS}(x, \bar{z}, P_{\sigma, a+b, b}, B, \delta, \alpha)\).

for \(j \in [B]\) do

\(c_j \leftarrow \phi(\bar{u}_j/\bar{u}_j')\)

for \(q \in [t]\) do

\(m_{j,q} \leftarrow l_j + \frac{q - 1/2}{t} w\)

\(\theta_{j,q} \leftarrow 2\pi(m_{j,q} + \sigma b) \mod 2\pi\)

if \(\min(\beta \theta_{j,q} - c_j, 2\pi - |\beta \theta_{j,q} - c_j|) < s \pi\) then

\(v_{j,q} \leftarrow v_{j,q} + 1\)

for \(j \in [B]\) do

\(Q^* \leftarrow \{q \in [t] \mid v_{j,q} > R_{\text{loc}}/2\}\)

if \(Q^* \neq \emptyset\) then

\(l_j^* \leftarrow \min_{q \in Q^*} l_j + \frac{q - 1}{t} w\)

else

\(l_j^* \leftarrow \perp\)

return \(l_j^*\)

4.3.2: SFT 4.0: General Sparse Fourier Transform for \(k = o(n)\), Part 2/2.
For any \( i \in S \) define three types of events associated with \( i \) and \( S \) and defined over the probability space induced by \( \sigma \) and \( b \):

- “Collision” event \( E_{\text{coll}}(i) \): holds iff \( h_{\sigma,b}(i) \in h_{\sigma,b}(S \setminus \{ i \}) \);
- “Large offset” event \( E_{\text{off}}(i) \): holds iff \( |o_{\sigma,b}(i)| \geq (1 - \alpha)n/(2B) \); and
- “Large noise” event \( E_{\text{noise}}(i) \): holds iff \( \| \tilde{x}'_{h_{\sigma,b}^{-1}(h_{\sigma,b}(i))} \|_2^2 \geq \text{Err}^2(\tilde{x}', k)/(\alpha B) \).

By Claims 4.2.2 and 4.2.3, \( \Pr[E_{\text{coll}}(i)] \leq 4|S|/B = O(\alpha) \) and \( \Pr[E_{\text{off}}(i)] \leq 2\alpha \) for any \( i \in S \).

**Claim 4.3.1.** For any \( i \in S \), \( \Pr[E_{\text{noise}}(i)] \leq 4\alpha \).

**Proof.** For each \( j \neq i \), \( \Pr[h_{\sigma,b}(j) = h_{\sigma,b}(i)] \leq \Pr[|\sigma j - \sigma i| < n/B] \leq 4/B \) by Lemma 2.2.7. Then

\[
\mathbb{E}[\| \tilde{x}'_{h_{\sigma,b}^{-1}(h_{\sigma,b}(i))} \|_2^2] \leq 4\| \tilde{x}'_n \|_2^2 / B
\]

The result follows by Markov’s inequality.

We will show for \( i \in S \) that if none of \( E_{\text{coll}}(i) \), \( E_{\text{off}}(i) \), and \( E_{\text{noise}}(i) \) hold then \text{SPARSEFFITINNER} recovers \( \tilde{x}'_i \) with \( 1 - O(\alpha) \) probability.

**Lemma 4.3.2.** Let \( a \in [n] \) uniformly at random, \( B \) divide \( n \), and the other parameters be arbitrary in

\[
\tilde{u} = \text{HASHTOBINS}(x, \tilde{z}, P_{\sigma,a,b}, B, \delta, \alpha).
\]

Then for any \( i \in [n] \) with \( j = h_{\sigma,b}(i) \) and none of \( E_{\text{coll}}(i) \), \( E_{\text{off}}(i) \), or \( E_{\text{noise}}(i) \) holding,

\[
\mathbb{E}[(\tilde{u}_j - \tilde{x}'_i \omega^{a\sigma i})^2] \leq 2\frac{\rho^2}{\alpha B}
\]

**Proof.** The proof can be found in Appendix A.5.

**Properties of LOCATESIGNAL**

In our intuition, we made a claim that if \( \beta \in [n/(16w), n/(8w)] \) uniformly at random, and \( i > 16w \), then \( \frac{2w}{n} \beta i \) is “roughly uniformly distributed about the circle” and hence not concentrated in any small region. This is clear if \( \beta \) is chosen as a random real number; it is less clear in our setting where \( \beta \) is a random integer in this range. We now prove a lemma that formalizes this claim.

**Lemma 4.3.3.** Let \( T \subset [m] \) consist of \( t \) consecutive integers, and suppose \( \beta \in T \) uniformly at random. Then for any \( i \in [n] \) and set \( S \subset [n] \) of \( l \) consecutive integers,

\[
\Pr[\beta i \bmod n \in S] \leq \left\lfloor \frac{im}{n} \right\rfloor (1 + \left\lfloor l/i \right\rfloor)/t \leq \frac{1}{t} + \frac{im}{nt} + \frac{lm}{nt} + \frac{l}{it}
\]

**Proof.** Note that any interval of length \( l \) can cover at most \( 1 + \left\lfloor l/i \right\rfloor \) elements of any arithmetic sequence of common difference \( i \). Then \( \{ \beta i \mid \beta \in T \} \subset [im] \) is such a sequence, and there are at most \( \left\lfloor \frac{im}{n} \right\rfloor \) intervals \( an + S \) overlapping this sequence. Hence at most \( \left\lfloor \frac{im}{n} \right\rfloor (1 + \left\lfloor l/i \right\rfloor) \) of the \( \beta \in [m] \) have \( \beta i \bmod n \in S \). Hence \( \Pr[\beta i \bmod n \in S] \leq \left\lfloor \frac{im}{n} \right\rfloor (1 + \left\lfloor l/i \right\rfloor)/t$. 
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Lemma 4.3.4. Let \( i \in S \). Suppose none of \( E_{\text{coll}}(i), E_{\text{off}}(i), \) and \( E_{\text{noise}}(i) \) hold, and let \( j = h_{\sigma,b}(i) \). Consider any run of \textsc{LocateInner} with \( \pi_{\sigma,b}(i) \in [l_j, l_j + w] \). Let \( f > 0 \) be a parameter such that
\[
B = \frac{Ck}{\alpha f \epsilon}.
\]
for \( C \) larger than some fixed constant. Then \( \pi_{\sigma,b}(i) \in [l'_j, l'_j + 4w/t] \) with probability at least \( 1 - tf^{\Omega(R_{\text{loc}})} \).

**Proof.** The proof can be found in Appendix A.6.

Lemma 4.3.5. Suppose \( B = \frac{Ck}{\alpha \epsilon} \) for \( C \) larger than some fixed constant. The procedure \textsc{LocateSignal} returns a set \( L \) of size \( |L| \leq B \) such that for any \( i \in S \), \( \Pr[i \in L] \geq 1 - O(\alpha) \). Moreover the procedure runs in expected time
\[
O((\frac{B}{\alpha} \log(n/\delta) + \|\hat{z}\|_0(1 + \alpha \log(n/\delta))) \log(n/B)).
\]

**Proof.** The proof can be found in Appendix A.7.

**Properties of EstimateValues**

Lemma 4.3.6. For any \( i \in L \),
\[
\Pr[|\hat{w}_i - \hat{x}_i'|^2 > \mu^2] < e^{-\Omega(R_{\text{est}})}
\]
if \( B > \frac{Ck}{\alpha \epsilon} \) for some constant \( C \).

**Proof.** The proof can be found in Appendix A.8.

Lemma 4.3.7. Let \( R_{\text{est}} \geq C \log \frac{B}{\epsilon k} \) for some constant \( C \) and parameters \( \gamma, f > 0 \). Then if \textsc{EstimateValues} is run with input \( k' = 3k \), it returns \( \hat{w}_j \) for \( \hat{J} = 3k \) satisfying
\[
\text{Err}^2(\hat{x}_{\hat{L}} - \hat{w}_j, f k) \leq \text{Err}^2(\hat{x}_{\hat{L}}, k) + O(k \mu^2)
\]
with probability at least \( 1 - \gamma \).

**Proof.** The proof can be found in Appendix A.9.

**Properties of SparseFFT**

We will show that \( \hat{x} - \hat{z}^{(r)} \) gets sparser as \( r \) increases, with only a mild increase in the error.

Lemma 4.3.8. Define \( \hat{x}^{(r)} = \hat{x} - \hat{z}^{(r)} \). Consider any one loop \( r \) of \textsc{SparseFFT}, running with parameters \( (B, k, \alpha) = (B_r, k_r, \alpha_r) \) such that \( B \geq \frac{Ck}{\alpha \epsilon} \) for some \( C \) larger than some fixed constant. Then for any \( f > 0 \),
\[
\text{Err}^2(\hat{x}^{(r+1)}, f k) \leq (1 + \epsilon) \text{Err}^2(\hat{x}^{(r)}, k) + O(\epsilon \delta^2 n \|\hat{x}\|_1^2)
\]
with probability $1 - O(\alpha/f)$, and the running time is

$$O((\|\hat{z}^{(r)}\|_0(1 + \alpha \log(n/\delta)) + \frac{B}{\alpha} \log(n/\delta))(\log\frac{1}{\alpha\epsilon} + \log(n/B))).$$

**Proof.** The proof can be found in Appendix A.10. \qed

Given the above, this next proof follows a similar argument to [86], Theorem 3.7.

**Theorem 4.3.9.** With 2/3 probability, SPARSEFFT recovers $\hat{z}^{(R+1)}$ such that

$$\|\hat{x} - \hat{z}^{(R+1)}\|_2 \leq (1 + \epsilon) \text{Err}(\hat{x}, k) + \delta\|\hat{x}\|_2$$

in $O(\frac{k}{\epsilon} \log(n/k) \log(n/\delta))$ time.

**Proof.** The proof can be found in Appendix A.11. \qed

### 4.4 Extension to Two Dimensions

This section outlines the straightforward generalization of SFT 4.0 shown in Algorithm 4.3.1 to two dimensions. We will refer to this algorithm as SFT 4.1.

**Theorem 4.4.1.** There is a variant of Algorithm 4.3.1 that will, given $x, \hat{z} \in \mathbb{C}^{\sqrt{n} \times \sqrt{n}}$, return $\hat{x}'$ with

$$\|\hat{x} - \hat{z} - \hat{x}'\|_2 \leq 2 \cdot \min_{k\text{-sparse } \hat{x}^*} \|\hat{x} - \hat{z} - \hat{x}^*\|_2 + \|\hat{x}\|_2^2/n^c$$

with probability $1 - \alpha$ for any constants $c, \alpha > 0$ in time

$$O(k \log(n/k) \log^2 n + |\text{supp}(\hat{z})| \log(n/k) \log n),$$

using $O(k \log(n/k) \log^2 n)$ samples of $x$.

**Proof.** We need to modify Algorithm 4.3.1 in two ways: by extending it to two dimensions and by allowing the parameter $\hat{z}$.\footnote{We include $\hat{z}$ so we can use this a subroutine for partial recovery in the following chapter. However, the input $\hat{z}$ can be set to zero in which case we get the $l_2/l_2$ guarantee for a 2D version of SFT 4.0.} We will start by describing the adaptation to two dimensions.

The basic idea of Algorithm 4.3.1 is to construct from Fourier measurements a way to “hash” the coordinates in $B = O(k)$ bins. There are three basic components that are needed: a permutation that gives nearly pairwise independent hashing to bins; a filter that allows for computing the sum of bins using Fourier measurements; and the location estimation needs to search in both axes. The permutation is the main subtlety.
Proof. Let $M \subset [\sqrt{n}]^{2 \times 2}$ be the set of matrices with odd determinant. For notational purposes, for $v = (i, j)$ we define $x_v := x_{i,j}$.

**Definition 4.4.2.** For $M \in \mathcal{M}$ and $a, b \in \sqrt{n}$, we define the permutation $P_{M,a,b} : \mathbb{C}^{\sqrt{n} \times \sqrt{n}} \to \mathbb{C}^{\sqrt{n} \times \sqrt{n}}$ by

$$(P_{M,a,b}x)_v = x_{M(v-a)}(\omega')^{v^TMb}.$$ We also define $\pi_{M,b}(v) = M(v-b) \mod \sqrt{n}$.

**Claim 4.4.3.** $\tilde{x}_v(\omega')^{v^TMa}$

**Proof.**

$$P_{M,a,b}x_{M(v-b)} = \frac{1}{\sqrt{n}} \sum_{u \in [\sqrt{n}]^2} (\omega')^{u^TM(v-b)}(P_{M,a,b}x)_u$$

$$= \frac{1}{\sqrt{n}} \sum_{u \in [\sqrt{n}]^2} (\omega')^{u^TM(v-b)}x_{M(u-a)}(\omega')^{u^TMb}$$

$$= \omega^{v^TMa} \frac{1}{\sqrt{n}} \sum_{u \in [\sqrt{n}]^2} (\omega')^{u^TM(u-a)}x_{M(u-a)}$$

$$= \tilde{x}_v(\omega')^{v^TMa}$$

where we used that $M^T$ is a bijection over $[\sqrt{n}]^2$ because $\det(M)$ is odd.

This gives a lemma analogous to Lemma 2.2.7 from Chapter 3.

**Lemma 4.4.4.** Suppose $v \in [\sqrt{n}]^2$ is not 0. Then

$$\Pr_{M \sim \mathcal{M}}[Mv \in [-C, C]^2 \mod \sqrt{n}] \leq O\left(\frac{C^2}{n}\right).$$

**Proof.** For any $u$, define $G(u)$ to be the largest power of 2 that divides both $u_0$ and $u_1$. Define $G = G(v)$, and let $S = \{u \in [\sqrt{n}]^2 \mid G(u) = g\}$. We have that $Mv$ is uniform over $S$: $\mathcal{M}$ is a group and $S$ is the orbit of $(0, g)$.

Because $S$ lies on a lattice of distance $g$ and does not include the origin, there are at most $(2 \lceil C/g \rceil + 1)^2 - 1 \leq 8(C/g)^2$ elements in $S \cap [-C, C]^2$, and $(3/4)n/g^2$ total elements in $S$. Hence, the probability is at most $(32/3)C^2/n$. 

We can then define the “hash function” $h_{M,b} : [\sqrt{n}]^2 \to [\sqrt{B}]^2$ given by $(h_{M,b}(u)) = \text{round}(\pi_{M,b}(u) \cdot \sqrt{n/B})$; i.e., round to the nearest multiple of $\sqrt{n/B}$ in each coordinate and scale down. We also define the “offset” $O_{M,b}(u) = \pi_{M,b}(u) - \sqrt{n/B h_{M,b}(u)}$. This lets us give results analogous to Claims 4.2.2 and 4.2.3 from Chapter 4:

- $\Pr[h_{M,b}(u) = h_{M,b}(v) < O(1/B)]$ for $u \neq v$. In order for $h(u) = h(v)$, we need that $\pi_{M,b}(u) - \pi_{M,b}(v) \in [-2\sqrt{n/B}, 2\sqrt{n/B}]^2$. But Lemma 4.4.4 implies this probability is $O(1/B)$.  
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• \( \Pr[o_{M,b}(u) \notin \left[-(1-\alpha)\sqrt{n/B}, (1-\alpha)\sqrt{n/B}\right]^2] < O(\alpha) \) for any \( \alpha > 0 \). Because of the offset \( b, o_{M,b}(u) \) is uniform over \( \left[-\sqrt{n/B}, \sqrt{n/B}\right]^2 \). Hence the probability is \( 2\alpha - \alpha^2 + o(1) \) by a volume argument.

which are all we need of the hash function.

**Filter** Modifying the filter is pretty simple. Specifically, we define a flat-window filter \( G \in \mathbb{R}^{\sqrt{n}} \) with support size \( O(\sqrt{B} \log n) \) such that \( \hat{G} \) is essentially zero outside \( \left[-\sqrt{n/B}, \sqrt{n/B}\right] \) and is essentially 1 inside \( \left[-(1-\alpha)\sqrt{n/B}, (1-\alpha)\sqrt{n/B}\right] \) for constant \( \alpha \). We compute the \( \sqrt{B} \times \sqrt{B} \) 2-dimensional DFT of \( x'_{i,j} = x_{i,j} G_i G_j \) to sum up the element in each bin. This takes \( B \log^2 n \) samples and time rather than \( B \log n \), which is the reason for the extra \( \log n \) factor compared to the one dimensional case.

**Location** Location is easy to modify; we simply run it twice to find the row and column separately. We will see how to do this in the following chapter as well.

In summary, the aforementioned adaptations leads to a variant of Algorithm 4.3.1 that works in two dimensions, with running time \( O(k \log(n/k) \log^2 n) \), using \( O(k \log(n/k) \log^2 n) \) samples.

**Adding extra coefficient list \( \hat{z} \)** The modification of the Algorithm 4.3.1 (as well as its variant above) is straightforward. The algorithm performs a sequence of iterations, where each iteration involves hashing the frequencies of the signal into bins, followed by subtracting the already recovered coefficients from the bins. Since the algorithm recovers \( \Theta(k) \) coefficients in the first iteration, the subtracted list is always of size \( \Theta(k) \).

Given the extra coefficient list, the only modification to the algorithm is that the list of the subtracted coefficients needs to be appended with coefficients in \( \hat{z} \). Since this step does not affect the samples taken by the algorithm, the sample bound remains unchanged. To analyze the running time, let \( k' \) be the number of nonzero coefficients in \( \hat{z} \). Observe that the total time of the original algorithm spent on subtracting the coefficients from a list of size \( \Theta(k) \) was \( O(k \log(n/k) \log n) \), or \( O(\log(n/k) \log n) \) per list coefficient. Since in our case the number of coefficients in the list is increased from \( \Theta(k) \) to \( k' + \Theta(k) \), the running time is increased by an additive factor of \( O(k' \log(n/k) \log n) \).
Chapter 5

Optimizing Sample Complexity

5.1 Introduction

The algorithms presented in Chapter 4 achieve very efficient running times. However, they still suffer from important limitations. The main limitation is that their sample complexity bounds are too high. In particular, the sample complexity of the exactly $k$-sparse algorithm is $\Theta(k \log n)$. This bound is suboptimal by a logarithmic factor, as it is known that one can recover any signal with $k$ nonzero Fourier coefficients from $O(k)$ samples [8], albeit in super-linear time. The sample complexity of the approximately-sparse algorithm is $\Theta(k \log(n \log(n/k)))$. This bound is also a logarithmic factor away from the lower bound of $\Omega(k \log(n/k))$ [146].

Reducing the sample complexity is highly desirable as it typically implies a reduction in signal acquisition time, measurement overhead and communication cost. For example, in medical imaging the main goal is to reduce the sample complexity in order to reduce the time the patient spends in the MRI machine [114], or the radiation dose she receives [158]. Similarly in spectrum sensing, a lower average sampling rate enables the fabrication of efficient analog to digital converters (ADCs) that can acquire very wideband multi-GHz signals [184]. In fact, the central goal of the area of compressed sensing is to reduce the sample complexity.

A second limitation of the previous algorithms is that most of them are designed for one-dimensional signals. We have show in Section 4.4 that a two-dimensional adaptation of the SFT 4.0 algorithm in Chapter 4 has roughly $O(k \log^3 n)$ time and sample complexity. This is unfortunate, since multi-dimensional instances of DFT are often particularly sparse. This situation is somewhat alleviated by the fact that the two-dimensional DFT over $p \times q$ grids can be reduced to the one-dimensional DFT over a signal of length $pq$ [59, 90]. However, the reduction applies only if $p$ and $q$ are relatively prime, which excludes the most typical case of $m \times m$ grids where $m$ is a power of 2.

5.1.1 Results

In this chapter, we present sample-optimal sublinear time algorithms for the sparse Fourier transform over a two-dimensional $\sqrt{n} \times \sqrt{n}$ grid. Our algorithms are analyzed in the average case.
Our input distributions are natural. For the exactly sparse case, we assume the Bernoulli model: each spectrum coordinate is nonzero with probability \( k/n \), in which case the entry assumes an arbitrary value predetermined for that position.\(^1\) For the approximately-sparse case, we assume that the spectrum \( \hat{x} \) of the signal is a sum of two vectors: the signal vector, chosen from the Bernoulli distribution, and the noise vector, chosen from the Gaussian distribution (see Chapter 2 Preliminaries for the complete definition). These or similar\(^2\) distributions are often used as test cases for empirical evaluations of sparse Fourier Transform algorithms [89, 104] or theoretical analysis of their performance [104].

The algorithms succeed with a constant probability. The notion of success depends on the scenario considered. For the exactly sparse case, an algorithm is successful if it recovers the spectrum exactly. For the approximately sparse case, the algorithm is successful if it reports a signal with spectrum \( \hat{z} \) such that:

\[
\| \hat{z} - \hat{x} \|^2 = O(\sigma^2 n) + \| \hat{x} \|^2 / n^c,
\]

where \( \sigma^2 \) denotes the variance of the normal distributions defining each coordinate of the noise vector, and where \( c \) is any constant. Note that any \( k \)-sparse approximation to \( \hat{x} \) has error \( \Omega(\sigma^2 n) \) with overwhelming probability, and that the second term in the bound in Equation (5.1) is subsumed by the first term as long as the signal-to-noise ratio is at most polynomial, i.e., \( \| \hat{x} \|_2 \leq n^{O(1)} \sigma \).

Assuming \( \sqrt{n} \) is a power of 2, we present two new Sparse Fourier Transform algorithms:

- An \( O(k \log k) \)-time algorithm that uses only \( O(k) \) samples for the exactly \( k \)-sparse case where \( k = O(\sqrt{n}) \), and

- An \( O(k \log^2 n) \)-time algorithm that uses only \( O(k \log n) \) samples for the approximately sparse case where \( k = \Theta(n) \).

The key feature of these algorithms is that their sample complexity bounds are optimal. For the exactly sparse case, the lower bound of \( \Omega(k) \) is immediate. For the approximately sparse case, we note that the \( \Omega(k \log(n/k)) \) lower bound of [146] holds even if the spectrum is the sum of a \( k \)-sparse signal vector in \( \{0, 1, -1\}^n \) and Gaussian noise. The latter is essentially a special case of the distributions handled by these algorithms.

An additional feature of the first algorithm is its simplicity and therefore its low “big-Oh” overhead. As a result, this algorithm is easy to adapt for practical applications.

### 5.1.2 Techniques

Our first algorithm for \( k \)-sparse signals is based on the following observation: The aliasing filter (i.e., uniform sub-sampling) is one of the most efficient ways for mapping the Fourier coefficients

---

\(^1\)Note that this model subsumes the scenario where the values of the nonzero coordinates are chosen i.i.d. from some distribution.

\(^2\)A popular alternative is to use the hypergeometric distribution over the set of nonzero entries instead of the Bernoulli distribution. The advantage of the former is that it yields vectors of sparsity exactly equal to \( k \). In this chapter we opted for the Bernoulli model since it is simpler to analyze. However, both models are quite similar. In particular, for large enough \( k \), the actual sparsity of vectors in the Bernoulli model is sharply concentrated around \( k \).
Figure 5-1: An Illustration of the 2D Sparse Fourier Transform Algorithm. This illustration shows the “peeling” recovery process on an $8 \times 8$ signal with 15 nonzero frequencies. In each step, the algorithm recovers all 1-sparse columns and rows (the recovered entries are depicted in red). The process converges after a few steps.

Figure 5-2: Examples of Obstructing Sequences of Non-zero Coefficients. None of the remaining rows or columns has a sparsity of 1.
into buckets. For one-dimensional signals however, this filter is not amenable to randomization. Hence, when multiple nonzero Fourier coefficients collide into the same bucket, one cannot efficiently resolve the collisions by randomizing the spike-train filter. In contrast, for two-dimensional signals, we naturally obtain two distinct spike-train filters, which correspond to subsampling the columns and subsampling the rows. Hence, we can resolve colliding nonzero Fourier coefficients by alternating between these two filters.

More specifically, recall that one way to compute the two-dimensional DFT of a signal \( x \) is to apply the one-dimensional DFT to each column and then to each row. Suppose that \( k = a \sqrt{n} \) for \( a < 1 \). In this case, the expected number of nonzero entries in each row is less than 1. If every row contained exactly one nonzero entry, then the DFT could be computed via the following two step process. In the first step, we select the first two columns of \( x \), denoted by \( u^{(0)} \) and \( u^{(1)} \), and compute their DFTs \( \widehat{u}^{(0)} \) and \( \widehat{u}^{(1)} \). Let \( j_i \) be the index of the unique nonzero entry in the \( i \)-th row of \( \widehat{x} \), and let \( a \) be its value. Observe that \( \widehat{u}^{(0)}_i = a \) and \( \widehat{u}^{(1)}_i = a(\omega')^{-j_i} \) (where \( \omega' \) is a primitive \( \sqrt{n} \)-th root of unity), as these are the first two entries of the inverse Fourier transform of a 1-sparse signal \( ae_j \). Thus, in the second step, we can retrieve the value of the nonzero entry, equal to \( \widehat{u}^{(0)}_i \), as well as the index \( j_i \) from the phase of the ratio \( \widehat{u}^{(1)}_i / \widehat{u}^{(0)}_i \). (We first introduced this technique in Chapter 4 and we referred to it as the “OFDM trick”). The total time is dominated by the cost of the two DFTs of the columns, which is \( O(\sqrt{n} \log n) \). Since the algorithm queries only a constant number of columns, its sample complexity is \( O(\sqrt{n}) \).

In general, the distribution of the nonzero entries over the rows can be non-uniform –i.e., some rows may have multiple nonzero Fourier coefficients. Thus, our actual algorithm alternates the above recovery process between the columns and rows (see Figure 5-1 for an illustration). Since the OFDM trick works only on 1-sparse columns/rows, we check the 1-sparsity of each column/row by sampling a constant number of additional entries. We then show that, as long as the sparsity constant \( a \) is small enough, this process recovers all entries in a logarithmic number steps with constant probability. The proof uses the fact that the probability of the existence of an “obstructing configuration” of nonzero entries which makes the process deadlocked (e.g., see Figure 5-2) is upper bounded by a small constant.

The algorithm is extended to the case of \( k = \alpha(\sqrt{n}) \) via a reduction. Specifically, we subsample the signal \( x \) by the reduction ratio \( R = \sqrt{n}/k \) for some small enough constant \( \alpha \) in each dimension. The subsampled signal \( x' \) has dimension \( \sqrt{m} \times \sqrt{m} \), where \( \sqrt{m} = \frac{k}{\alpha} \). Since subsampling in time domain corresponds to “spectrum folding”, i.e., adding together all frequencies with indices that are equal modulo \( \sqrt{m} \), the nonzero entries of \( \widehat{x} \) are mapped into the entries of \( \widehat{x}' \). It can be seen that, with constant probability, the mapping is one-to-one. If this is the case, we can use the earlier algorithm for sparse DFT to compute the nonzero frequencies in \( O(\sqrt{m} \log m) = O(\sqrt{k} \log k) \) time, using \( O(k) \) samples. We then use the OFDM trick to identify the positions of those frequencies.

Our second algorithm works for approximately sparse data, at sparsity \( \Theta(\sqrt{n}) \). Its general outline mimics that of the first algorithm. Specifically, it alternates between decoding columns and rows, assuming that they are 1-sparse. The decoding subroutine itself is similar to that of Algorithm 4.3.1 and uses \( O(\log n) \) samples. The subroutine first checks whether the decoded entry is large; if not, the spectrum is unlikely to contain any large entry, and the subroutine terminates.
The algorithm then subtracts the decoded entry from the column and checks whether the resulting signal contains no large entries in the spectrum (which would be the case if the original spectrum was approximately 1-sparse and the decoding was successful). The check is done by sampling $O(\log n)$ coordinates and checking whether their sum of squares is small. To prove that this check works with high probability, we use the fact that a collection of random rows of the Fourier matrix is likely to satisfy the Restricted Isometry Property of [25].

A technical difficulty in the analysis of the algorithm is that the noise accumulates in successive iterations. This means that a $1/\log^{O(1)} n$ fraction of the steps of the algorithm will fail. However, we show that the dependencies are “local”, which means that our analysis still applies to a vast majority of the recovered entries. We continue the iterative decoding for $\log \log n$ steps, which ensures that all but a $1/\log^{O(1)} n$ fraction of the large frequencies are correctly recovered. To recover the remaining frequencies, we resort to algorithms with worst-case guarantees.

5.1.3 Extensions

Our algorithms have natural extensions to dimensions higher than 2. We do not include them in this chapter as the description and analysis are rather cumbersome. Moreover, due to the equivalence between the two-dimensional case and the one-dimensional case where $n$ is a product of different prime powers [59, 90], our algorithms also give optimal sample complexity bounds for such values of $n$ (e.g., $n = 6^t$) in the average case.

5.1.4 Distributions

In the exactly sparse case, we assume a Bernoulli model for the support of $\hat{x}$. This means that for all $(i, j) \in [\sqrt{n}] \times [\sqrt{n}]$, $\Pr\{ (i, j) \in \text{supp} (\hat{x}) \} = k/n$ and thus $\mathbb{E}[|\text{supp} (\hat{x})|] = k$. We assume an unknown predefined matrix $a_{i,j}$ of values in $\mathbb{C}$; if $\hat{x}_{i,j}$ is selected to be nonzero, its value is set to $a_{i,j}$.

In the approximately sparse case, we assume that the signal $\hat{x}$ is equal to $\hat{x}^s + \hat{w} \in \mathbb{C}^{\sqrt{n} \times \sqrt{n}}$, where $\hat{x}^s_{i,j}$ is the “signal” and $\hat{w}$ is the “noise”. In particular, $\hat{x}^s$ is drawn from the Bernoulli model, where $\hat{x}^s_{i,j}$ is drawn from $\{0, a_{i,j}\}$ at random independently for each $(i, j)$ for some values $a_{i,j}$ and with $\mathbb{E}[|\text{supp}(\hat{x}^s)|] = k$. We also require that $|a_{i,j}| \geq L$ for some parameter $L$. $\hat{w}$ is a complex Gaussian vector with variance $\sigma^2$ in both the real and imaginary axes independently on each coordinate; we notate this as $\hat{w} \sim \mathcal{N}(0, \sigma^2 I_n)$. We will need that $L = C \sigma \sqrt{n/k}$ for a sufficiently large constant $C$, so that $\mathbb{E}[\|\hat{x}^s\|_2^2] \geq C \mathbb{E}[\|\hat{w}\|_2^2]$.

We show in Appendix E that the sample lower bound of $\Omega(k \log (n/k))$ on $\ell_2/\ell_2$ recovery from [146] applies to the above Bernoulli model.

5.2 Algorithm for the Exactly Sparse Case

The algorithm for the noiseless case depends on the sparsity $k$ where $k = \mathbb{E}[|\text{supp} (\hat{x})|]$ for a Bernoulli distribution of the support.
5.2.1 Exact Algorithm: \( k = \Theta(\sqrt{n}) \)

In this section, we focus on the regime \( k = \Theta(\sqrt{n}) \). Specifically, we will assume that \( k = a\sqrt{n} \) for a (sufficiently small) constant \( a > 0 \).

The algorithm \textsc{BasicExact2DSFFT} (SFT 5.0) is described as Algorithm 5.2.1. The key idea is to fold the spectrum into bins using the aliasing filter defined in Chapter 2 and estimate frequencies which are isolated in a bin. The algorithm takes the FFT of a row and as a result frequencies in the same columns will get folded into the same row bin. It also takes the FFT of a column and consequently frequencies in the same rows will get folded into the same column bin. The algorithm then uses the OFDM trick introduced in Chapter 4 to recover the columns and rows whose sparsity is 1. It iterates between the column bins and row bins, subtracting the recovered frequencies and estimating the remaining columns and rows whose sparsity is 1. An illustration of the algorithm running on an \( 8 \times 8 \) signal with 15 nonzero frequencies is shown in Figure 5-1 in Section 5.1. The algorithm also takes a constant number of extra FFTs of columns and rows to check for collisions within a bin and avoid errors resulting from estimating bins where the sparsity is greater than 1. The algorithm uses three functions:

- \textsc{FoldToBins}. This procedure folds the spectrum into \( B_r \times B_c \) bins using the aliasing filter described in Chapter 2.

- \textsc{BasicEstFreq}. Given the FFT of rows or columns, it estimates the frequency in the large bins. If there is no collision, i.e. if there is a single nonzero frequency in the bin, it adds this frequency to the result \( \hat{w} \) and subtracts its contribution to the row and column bins.

- \textsc{BasicExact2DSFFT}. This performs the FFT of the rows and columns and then iterates \textsc{BasicEstFreq} between the rows and columns until is recovers \( \hat{x} \).

Analysis of \textsc{BasicExact2DSFFT}

\textbf{Lemma 5.2.1.} For any constant \( \alpha > 0 \), if \( a > 0 \) is a sufficiently small constant, then assuming that all 1-sparsity tests in the procedure \textsc{BasicEstFreq} are correct, the algorithm reports the correct output with probability at least \( 1 - O(\alpha) \).

\textit{Proof.} The algorithm fails if there is a pair of nonzero entries in a column or row of \( \hat{x} \) that “survives” \( t_{\text{max}} = C \log n \) iterations. For this to happen there must be an “obstructing” sequence of nonzero entries \( p_1, q_1, p_2, q_2, \ldots, p_t, 3 \leq t \leq t_{\text{max}} \), such that for each \( i \geq 1 \), \( p_i \) and \( q_i \) are in the same column (“vertical collision”), while \( q_i \) and \( p_{i+1} \) are in the same row (“horizontal collision”). Moreover, it must be the case that either the sequence “loops around”, i.e., \( p_1 = p_t \), or \( t > t_{\text{max}} \). We need to prove that the probability of either case is less than \( \alpha \). We focus on the first case; the second one is similar.

Assume that there is a sequence \( p_1, q_1, \ldots, p_{t-1}, q_{t-1} \) such that the elements in this sequence are all distinct, while \( p_1 = p_t \). If such a sequence exists, we say that the event \( E_t \) holds. The number of sequences satisfying \( E_t \) is at most \( \sqrt{n}^{2(t-1)} \), while the probability that the entries corresponding
to the points in a specific sequence are nonzero is at most \( \frac{k}{n} \). Thus the probability of \( E_t \) is at most
\[
\sqrt{n}^{2(t-1)} \cdot \left( \frac{a}{\sqrt{n}} \right)^{2(t-1)} = a^{2(t-1)}.
\]
Therefore, the probability that one of the events \( E_1, \ldots, E_{t_{\max}} \) holds is at most \( \sum_{t=3}^{\infty} a^{2(t-1)} = a^4/(1 - a^2) \), which is smaller than \( \alpha \) for \( a \) small enough. \( \square \)
Lemma 5.2.2. The probability that any 1-sparsity test invoked by the algorithm is incorrect is at most $O\left(\frac{1}{n^{(c-5)/2}}\right)$.

The proof can be found in Appendix A.12.

Theorem 5.2.3. For any constant $\alpha$, the algorithm BASICEXACT2DSFFT uses $O(\sqrt{n})$ samples, runs in time $O(\sqrt{n} \log n)$ and returns the correct vector $\hat{x}$ with probability at least $1 - O(\alpha)$ as long as $a$ is a small enough constant.

Proof. From Lemma 5.2.1 and Lemma 5.2.2, the algorithm returns the correct vector $\hat{x}$ with probability at least $1 - O(\alpha) - O\left(\frac{n^{-(c-5)/2}}{2}\right) = 1 - O(\alpha)$ for $c > 5$.

The algorithm uses only $O(T) = O(1)$ rows and columns of $x$, which yields $O(\sqrt{n})$ samples. The running time is bounded by the time needed to perform $O(1)$ FFTs of rows and columns (in FOLDTOBINS) procedure, and $O(\log n)$ invocations of BASICESTFREQ. Both components take time $O(\sqrt{n} \log n)$.

5.2.2 Reduction to the Exact Algorithm: $k = o(\sqrt{n})$

Algorithm REDUCEEXACT2DSFFT (SFT 5.1), which is for the case where $k = o(\sqrt{n})$, is described in Algorithm 5.2.2. The key idea is to reduce the problem from the case where $k = o(\sqrt{n})$ to the case where $k = \Theta(\sqrt{n})$. To do that, we subsample the input time domain signal $x$ by the reduction ratio $R = a\sqrt{n}/k$ for some small enough $a$. The subsampled signal $x'$ has dimension $\sqrt{m} \times \sqrt{m}$, where $\sqrt{m} = \frac{k}{a}$. This implies that the probability that any coefficient in $\hat{x}'$ is nonzero is at most $R^2 \times k/n = a^2/k = (a^2/k) \times (k^2/a^2)/m = k/m$, since $m = k^2/a^2$. This means that we can use the algorithm BASICNOISELESS2DSFFT in Section 5.2.1 to recover $\hat{x}'$. Each of the entries of $\hat{x}'$ is a frequency in $\hat{x}$ which was folded into $\hat{x}'$. We employ the same phase technique used in Section 5.2.1 to recover their original frequency position in $\hat{x}$.

The algorithm uses 2 functions:

- **REDUCEToBASICSFFT**: This folds the spectrum into $O(k) \times O(k)$ dimensions and performs the reduction to BASICEXACT2DSFFT. Note that only the $O(k)$ elements of $x'$ which will be used in BASICEXACT2DSFFT need to be computed.

- **REDUCEEXACT2DSFFT**: This invokes the reduction as well as the phase technique to recover $\hat{x}$.

Analysis of REDUCEEXACT2DSFFT

Lemma 5.2.4. For any constant $\alpha$, for sufficiently small $a$ there is a one-to-one mapping of frequency coefficients from $\hat{x}$ to $\hat{x}'$ with probability at least $1 - \alpha$. 80
Proof. The probability that there are at least 2 nonzero coefficients among the $R^2$ coefficients in $\hat{x}$ that are folded together in $\hat{x}'$, is at most

$$\binom{R^2}{2}(k/n)^2 < (a^2 n/k^2)(k/n)^2 = a^4/k^2$$

The probability that this event holds for any of the $m$ positions in $\hat{x}'$ is at most $ma^4/k^2 = (k^2/a^2)a^4/k^2 = a^2$ which is less than $\alpha$ for small enough $a$. Thus, with probability at least $1 - \alpha$ any nonzero coefficient in $\hat{x}'$ comes from only one nonzero coefficient in $\hat{x}$. 

**Theorem 5.2.5.** For any constant $\alpha > 0$, there exists a constant $c > 0$ such that if $k < c\sqrt{n}$ then the algorithm REDUCEEXACT2DSFFT uses $O(k)$ samples, runs in time $O(k \log k)$ and returns the correct vector $\hat{x}$ with probability at least $1 - \alpha$. 

Proof. By Theorem 5.2.3 and the fact that each coefficient in $\hat{x}'$ is nonzero with probability $O(1/k)$, each invocation of the function REDUCETOBASICSFFT fails with probability at most $\alpha$. By Lemma 5.2.4, with probability at least $1 - \alpha$, we could recover $\hat{x}$ correctly if each of the calls to REDUCETOBASICSFFT returns the correct result. By the union bound, the algorithm REDUCEEXACT2DSFFT fails with probability at most $\alpha + 3 \times \alpha = O(\alpha)$.

The algorithm uses $O(1)$ invocations of BASICEXACT2DSFFT on a signal of size $O(k) \times O(k)$ in addition to $O(k)$ time to recover the support using the OFDM trick. Noting that calculating the intersection $L$ of supports takes $O(k)$ time, the stated number of samples and running time then follow directly from Theorem 5.2.3.
5.3 Algorithm for the General Case

The algorithm for noisy recovery ROBUST2DSFFT (SFT 6.0) is shown in Algorithm 5.3.1. The algorithm is very similar to the exactly sparse case. It first takes FFT of rows and columns using FOLDTOBINS procedure. It then iterates between the columns and rows, recovering frequencies in bins which are 1-sparse using the ROBUSTESTIMATECOL procedure. This procedure uses the function LOCATESIGNAL from Algorithm 4.3.2 to make the estimation of the frequency positions robust to noise.

Preliminaries

Following [25], we say that a matrix \(A\) satisfies a Restricted Isometry Property (RIP) of order \(t\) with constant \(\delta > 0\) if, for all \(t\)-sparse vectors \(y\), we have \(\|Ay\|_2^2/\|y\|_2^2 \in [1 - \delta, 1 + \delta]\).

Suppose all columns \(A_i\) of an \(N \times M\) matrix \(A\) have unit norm. Let \(\mu = \max_{i \neq j} |A_i \cdot A_j|\) be the coherence of \(A\). It is folklore\(^3\) that \(A\) satisfies the RIP of order \(t\) with the constant \(\delta = (t - 1)\mu\).

Suppose that the matrix \(A\) is an \(M \times N\) submatrix of the \(N \times N\) Fourier matrix \(F\), with each the \(M\) rows of \(A\) chosen uniformly at random from the rows of \(F\). It is immediate from the Hoeffding bound that if \(M = b\mu^2 \log(N/\gamma)\) for some large enough constant \(b > 1\) then the matrix \(A\) has coherence at most \(\mu\) with probability \(1 - \gamma\). Thus, for \(M = \Theta(t^2 \cdot t \log N)\), \(A\) satisfies the RIP of order \(t\) with constant \(\delta = 0.5\) with probability \(1 - 1/N^t\).

5.3.1 Analysis of Each Stage of Recovery

Here, we show that each step of the recovery is correct with high probability using the following two lemmas. The first lemma shows that with very low probability the ROBUSTESTIMATECOL procedure generates a false negative (misses a frequency), false positive (adds a fake frequency) or a bad update (wrong estimate of a frequency). The second lemma is analogous to Lemma 5.2.2 and shows that the probability that the 1-sparse test fails when there is noise is low.

**Lemma 5.3.1.** Consider the recovery of a column/row \(j\) in ROBUSTESTIMATECOL, where \(\hat{u}\) and \(\hat{v}\) are the results of FOLDTOBINS on \(\hat{x}\). Let \(y \in \mathbb{C}^{\sqrt{n}}\) denote the \(j\)th column/row of \(\hat{x}\). Suppose \(y\) is drawn from a permutation invariant distribution \(y = y_{\text{head}} + y_{\text{residue}} + y_{\text{gauss}},\) where \(\min_{i \in \text{supp}(y_{\text{head}})} |y_i| \geq L, \|y_{\text{residue}}\|_1 < \epsilon L,\) and \(y_{\text{gauss}}\) is drawn from the \(\sqrt{n}\)-dimensional normal distribution \(N_{\mathbb{C}}(0, \sigma^2 I_{\sqrt{n}})\) with standard deviation \(\sigma = \epsilon L/n^{1/4}\) in each coordinate on both real and imaginary axes. We do not require that \(y_{\text{head}}, y_{\text{residue}},\) and \(y_{\text{gauss}}\) are independent except for the permutation invariance of their sum.

Consider the following bad events:

- **False negative:** \(\text{supp}(y_{\text{head}}) = \{i\}\) and ROBUSTESTIMATECOL does not update coordinate \(i\).
- **False positive:** ROBUSTESTIMATECOL updates some coordinate \(i\) but \(\text{supp}(y_{\text{head}}) \neq \{i\}\).
- **Bad update:** \(\text{supp}(y_{\text{head}}) = \{i\}\) and coordinate \(i\) is estimated by \(b\) with \(|b - y_{i,\text{head}}| > \|y_{\text{residue}}\|_1 + \sqrt{\log \log n / \log n} \epsilon L\).

\(^3\)It is a direct corollary of Gershgorin’s theorem applied to any \(t\) columns of \(A\).
procedure ROBUSTESTIMATECOL(\(\hat{u}, \hat{v}, T, T', \text{IsCol}, J, \text{Ranks}\))
\[
\hat{w} \leftarrow 0.
\]
\[
S \leftarrow \{} \quad \triangleright \text{Set of changes, to be tested next round.}
\]
for \(j \in J\) do
    continue if \(\text{Ranks}[(\text{IsCol}, j)] \geq \log \log n\).
    \(i \leftarrow \text{LOCATE SIGNAL}(\hat{u}(T'), T')\)
    \(\triangleright \text{Procedure from Algorithm 4.3.2: } O(\log^2 n) \text{ time}\)
    \(a \leftarrow \text{median}_{\tau \in T} \hat{u}_j(\omega')^n\) \(\triangleright \text{whether decoding column or row}\)
    continue if \(|a| < L/2\) \(\triangleright \text{Nothing significant recovered}\)
    continue if \(\sum_{\tau \in T} |\hat{u}_j(\omega') - a(\omega')^n| \geq L^2 |T| / 10\)
    \(\triangleright \text{Bad recovery: probably not 1-sparse}\)
    \(b \leftarrow \text{mean}_{\tau \in T} \hat{u}_j(\omega')^n\)
    if \(\text{IsCol}\) then
        \(\hat{w}_{i,j} \leftarrow b.\)
    else
        \(\hat{w}_{j,i} \leftarrow b.\)
        \(S \leftarrow S \cup \{i\}.\)
        \(\text{Ranks}[(1 - \text{IsCol}, i)] += \text{Ranks}[(\text{IsCol}, j)].\)
    for \(\tau \in T \cup T'\) do
        \(\hat{u}_j(\tau) \leftarrow \hat{u}_j(\tau) - b(\omega')^n\)
        \(\hat{v}_i(\tau) \leftarrow \hat{v}_i(\tau) - b(\omega')^n\)
    return \(\hat{w}, \hat{u}, \hat{v}, S\)

procedure ROBUST2DSFFT(\(x, k\))
\[
T, T' \subset [\sqrt{n}], |T| = |T'| = O(\log n)
\]
for \(\tau \in T \cup T'\) do
\(\hat{u}(\tau) \leftarrow \text{FOLDTOBINS}(x, \sqrt{n}, 1, 0, \tau).\)
\(\hat{v}(\tau) \leftarrow \text{FOLDTOBINS}(x, 1, \sqrt{n}, \tau, 0).\)
\(\hat{z} \leftarrow 0\)
\(R \leftarrow 1^{[2] \times [\sqrt{n}]}\)
\(\text{Scol} \leftarrow [\sqrt{n}]\)
\(\triangleright \text{Which columns to test}\)
for \(t \in [C \log n]\) do
\(\{\hat{w}, \hat{u}, \hat{v}, S_{\text{row}}\} \leftarrow \text{ROBUSTESTIMATECOL}(\hat{u}, \hat{v}, T, T', \text{true}, \text{Scol}, R).\)
\(\hat{z} \leftarrow \hat{z} + \hat{w}.\)
\(S_{\text{row}} \leftarrow [\sqrt{n}] \text{ if } t = 0\)
\(\triangleright \text{Try each row the first time}\)
\(\{\hat{v}, \hat{u}, S_{\text{col}}\} \leftarrow \text{ROBUSTESTIMATECOL}(\hat{v}, \hat{u}, T, T', \text{false}, S_{\text{row}}, R).\)
\(\hat{z} \leftarrow \hat{z} + \hat{w}.\)
return \(\hat{z}\)

5.3.1: SFT 6.0: General 2D Sparse Fourier Transform for \(k = \Theta(\sqrt{n})\)
For any constant \( c \) and \( \epsilon \) below a sufficiently small constant, there exists a distribution over sets \( T, T' \) of size \( O(\log n) \), such that as a distribution over \( y \) and \( T, T' \) we have

- The probability of a false negative is \( \frac{1}{\log^c n} \).
- The probability of a false positive is \( \frac{1}{n^c} \).
- The probability of a bad update is \( \frac{1}{\log^c n} \).

The proof can be found in Appendix A.13.

**Lemma 5.3.2.** Let \( y \in \mathbb{C}^m \) be drawn from a permutation invariant distribution with \( r \geq 2 \) nonzero values. Suppose that all the nonzero entries of \( y \) have absolute value at least \( L \). Choose \( T \subset [m] \) uniformly at random with \( t := |T| = O(c^3 \log m) \).

Then, the probability that there exists a \( y' \) with \( \|y'\|_0 \leq 1 \) and

\[
\| (\hat{y} - \hat{y}')_T \|_2^2 < \epsilon L^2 t/n
\]

is at most \( e^3 \left( \frac{c}{m-r} \right)^{c-2} \) whenever \( \epsilon < 1/8 \).

**Proof.** The proof can be found in Appendix A.14. \( \square \)

### 5.3.2 Analysis of Overall Recovery

Recall that we are considering the recovery of a signal \( \hat{x} = \hat{x}^* + \hat{w} \in \mathbb{C}^{\sqrt{n} \times \sqrt{n}} \), where \( \hat{x}^* \) is drawn from the Bernoulli model with expected \( k = a \sqrt{n} \) nonzero entries for a sufficiently small constant \( a \), and \( \hat{w} \sim N_{\mathbb{C}}(0, \sigma^2 I_n) \) with \( \sigma = \epsilon L \sqrt{k/n} = \Theta(\epsilon L/n^{1/4}) \) for sufficiently small \( \epsilon \).

It will be useful to consider a bipartite graph representation \( G \) of \( \hat{x}^* \). We construct a bipartite graph with \( \sqrt{n} \) nodes on each side, where the left side corresponds to rows and the right side corresponds to columns. For each \( (i, j) \in \text{supp}(\hat{x}^*) \), we place an edge between left node \( i \) and right node \( j \) of weight \( \hat{x}^*_{(i,j)} \).

Our algorithm is a “peeling” procedure on this graph. It iterates over the vertices, and can with a “good probability” recover an edge if it is the only incident edge on a vertex. Once the algorithm recovers an edge, it can remove it from the graph. The algorithm will look at the column vertices, then the row vertices, then repeat; these are referred to as stages. Supposing that the algorithm succeeds at recovery on each vertex, this gives a canonical order to the removal of edges. Call this the ideal ordering.

In the ideal ordering, an edge \( e \) is removed based on one of its incident vertices \( v \). This happens after all other edges reachable from \( v \) without passing through \( e \) are removed. Define the rank of \( v \) to be the number of such reachable edges, and \( \text{rank}(e) = \text{rank}(v) + 1 \) (with \( \text{rank}(v) \) undefined if \( v \) is not used for recovery of any edge).

**Lemma 5.3.3.** Let \( c, \alpha \) be arbitrary constants, and \( a \) be a sufficiently small constant depending on \( c, \alpha \). Then with \( 1 - \alpha \) probability every component in \( G \) is a tree and at most \( k/\log^c n \) edges have rank at least \( \log \log \log n \).
Proof. Each edge of $G$ appears independently with probability $k/n = a/\sqrt{n}$. There are at most $\sqrt{n^t}$ cycles of length $t$. The probability that any cycle of length $t$ exists is at most $a^t$, so the chance any cycle exists is less than $a^2/(1-a^2) < \alpha/2$ for sufficiently small $a$.

Each vertex has expected degree $a < 1$. Exploring the component for any vertex $v$ is then a subcritical branching process, so the probability that $v$’s component has size at least $\log \log n$ is $1/\log^c n$ for sufficiently small $a$. Then for each edge, we know that removing it causes each of its two incident vertices to have component size less than $\log \log n - 1$ with $1 - 1/\log^c n$ probability. Since the rank is one more than the size of one of these components, the rank is less than $\log \log n$ with $1 - 2/\log^c n$ probability.

Therefore, the expected number of edges with rank at least $\log \log n$ is $2k/\log^c n$. Hence, with probability $1 - \alpha/2$ there are at most $(1/\alpha)4k/\log^c n$ such edges; adjusting $c$ gives the result.

Lemma 5.3.4. Let ROBUST2DSFFT’ be a modified ROBUST2DSFFT that avoids false negatives or bad updates: whenever a false negative or bad update would occur, an oracle corrects the algorithm. With large constant probability, ROBUST2DSFFT’ recovers $\hat{z}$ such that there exists a $(k/\log^c n)$-sparse $\hat{z}'$ satisfying

$$\|\hat{z} - \hat{x} - \hat{z}'\|_2^2 \leq 6\sigma^2 n.$$  

Furthermore, only $O(k/\log^c n)$ false negatives or bad updates are caught by the oracle.

Proof. The proof can be found in Appendix A.15

Lemma 5.3.5. For any constant $\alpha > 0$, the algorithm ROBUST2DSFFT can with probability $1 - \alpha$ recover $\hat{z}$ such that there exists a $(k/\log^{c-1} n)$-sparse $\hat{z}'$ satisfying

$$\|\hat{z} - \hat{x} - \hat{z}'\|_2^2 \leq 6\sigma^2 n$$

using $O(k \log n)$ samples and $O(k \log^2 n)$ time.

Proof. To do this, we will show that changing the effect of a single call to ROBUSTESTIMATECOL can only affect $\log n$ positions in the output of ROBUST2DSFFT. By Lemma 5.3.4, we can, with large constant probability, turn ROBUST2DSFFT into ROBUST2DSFFT’ with only $O(k/\log^c n)$ changes to calls to ROBUSTESTIMATECOL. This means the outputs of ROBUST2DSFFT and of ROBUST2DSFFT’ only differ in $O(k/\log^{c-1} n)$ positions.

We view ROBUSTESTIMATECOL as trying to estimate a vertex. Modifying it can change from recovering one edge (or none) to recovering a different edge (or none). Thus, a change can only affect at most two calls to ROBUSTESTIMATECOL in the next stage. Hence in $r$ stages, at most $2^{r-1}$ calls may be affected, so at most $2^r$ edges may be recovered differently.

Because we refuse to recover any edge with rank at least $\log \log n$, the algorithm has at most $\log \log n$ stages. Hence at most $\log n$ edges may be recovered differently as a result of a single change to ROBUSTESTIMATECOL.

Theorem 5.3.6. Our overall algorithm can recover $\hat{x}'$ satisfying

$$\|\hat{x} - \hat{x}'\|_2^2 \leq 12\sigma^2 n + \|\hat{x}\|_2^2/n^c$$
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with probability $1 - \alpha$ for any constants $c, \alpha > 0$ in $O(k \log n)$ samples and $O(k \log^2 n)$ time, where $k = a\sqrt{n}$ for some constant $a > 0$.

**Proof.** By Lemma 5.3.5, we can recover an $O(k)$-sparse $\hat{z}$ such that there exists an $(k / \log^c n)$-sparse $\hat{z}'$ with

$$\|\hat{x} - \hat{z} - \hat{z}'\|_2^2 \leq 6\sigma^2 n.$$

with arbitrarily large constant probability for any constant $c$ using $O(k \log^2 n)$ time and $O(k \log n)$ samples. Then by Theorem 4.4.1, we can recover a $\hat{z}'$ in $O(k \log^2 n)$ time and $O(k \log^{4-c} n)$ samples satisfying

$$\|\hat{x} - \hat{z} - \hat{z}'\|_2^2 \leq 12\sigma^2 n + \|\hat{x}\|_2^2 / n^c$$

and hence $\hat{x}' := \hat{z} + \hat{z}'$ is a good reconstruction for $\hat{x}$. 

\qed
Chapter 6

Numerical Evaluation

In this chapter, we simulate and numerically evaluate the performance of some of our Sparse Fourier Transform algorithms.

6.1 Implementation

We implement the following algorithms: SFT 1.0, SFT 2.0, and a variant of SFT 3.0 which we will refer to as SFT 3.1. We implement them in C++ using the Standard Template Library. The code can be found on the Sparse Fourier Transform webpage: \url{http://www.sparsefft.com}.

We evaluate the performance and compare the following six implementations:

1) **SFT 1.0**: This algorithm was presented in Chapter 3 and has a runtime of $O(\log n \sqrt{nk \log n})$.

2) **SFT 2.0**: This algorithm was also presented in Chapter 3 and has a runtime of $O(\log n \sqrt[3]{nk^2 \log n})$.

3) **SFT 3.1**: A variant of SFT 3.0 which was presented in Chapter 4 and has a runtime of $O(k \log n)$.

4) **AAFFT 0.9** [87]: This is an implementation of the prior sublinear algorithm which had the fastest theoretical [60] and empirical runtime [89] before our SFT algorithms. The algorithm has a runtime of $O(k \log^c(n) \log(n/k))$ for some $c > 2$.

5) **FFTW 3.2.2** [54]: This is the fastest public implementation for the FFT algorithm which has a runtime of $O(n \log n)$.

6) **FFTW Optimized** [54]: This is an optimized version of FFTW that requires preprocessing, during which the algorithm is tuned to a particular machine hardware. In contrast, our current implementations of SFT algorithms do not perform hardware specific optimizations.

\footnote{In this variant, an aliasing filter is used in the very first iteration of the algorithm followed by two Gaussian flat window filters as opposed to only using Gaussian filters in SFT 3.0.}
6.2 Experimental Setup

The test signals are generated in a manner similar to that in [89]. For the runtime experiments, $k$ frequencies are selected uniformly at random from $[n]$ and assigned a magnitude of 1 and a uniformly random phase. The rest are set to zero. For the tolerance to noise experiments, the test signals are generated as before but they are combined with additive white Gaussian noise, whose variance varies depending on the desired SNR. Each point in the graphs is the average over 100 runs with different instances of test signals and different instances of noise. In all experiments, the parameters of SFT 1.0, SFT 2.0, SFT 3.1 and AAFFT 0.9 are chosen so that the average $L^1$ error in the absence of noise is between $10^{-7}$ and $10^{-8}$ per non-zero frequency. Finally, all experiments are run on a Dual Core Intel 3.0 GHz CPU running Ubuntu Linux 10.04 with a cache size of 6144 KB and 8 GB of RAM.

6.3 Numerical Results

6.3.1 Runtime vs. Signal Size

In this experiment, we fix the sparsity parameter $k = 50$ and report the runtime of the compared algorithms for 12 different signal sizes $n = 2^{14}, 2^{15}, ..., 2^{26}$. We plot, in Figure 6-1, the mean, maximum, and minimum runtimes for SFT 1.0, SFT 2.0, SFT 3.1, AAFFT 0.9, FFTW, and FFTW OPT, over 100 runs. The relative runtimes of AAFFT 0.9 and FFTW are consistent with those reported in [89](see Figure 3.1).

As expected, Figure 6-1 shows that the runtimes of SFT 1.0, SFT 2.0 and FFTW are approximately linear in the log scale as a function of $n$. However, the slope of the lines for SFT 1.0 and SFT 2.0 is less than the slope for FFTW, which is a result of their sub-linear runtime. On the other hand, SFT 3.1 and AAFFT 0.9 appear almost constant in the log scale as a function of $n$ which is also expected since they only depend logarithmically on $n$. Further, the figure shows that for signal sizes $n > 16384$, SFT 3.0 has the fastest runtime. It is faster than both variants of FFTW and is $400 \times$ faster than AAFFT 0.9. SFT 1.0 and SFT 2.0 are faster than FFTW for $n > 100,000$ and faster than AAFFT for $n < 2^{26}$. Overall, for a large range of signal sizes the SFT algorithms have the fastest runtime.

6.3.2 Runtime vs. Sparsity

In this experiment, we fix the signal size to $n = 2^{22}$ (i.e. $4,194,304$) and evaluate the runtime verses the number of non-zero frequencies $k$. For each value of $k$, the experiment is repeated 100 times. Figure 6-1 illustrates the mean, maximum, and minimum runtimes for the compared algorithms.

Figure 6-1 shows that SFT 1.0 and SFT 2.0 have a faster runtime than basic FFTW for $k$ up to 2000 and 2200, respectively. When compared to the optimized FFTW, the crossing values become 500 and 1000. Thus, SFT’s crossing values are around $\sqrt{n}$. In comparison, AAFFT 0.9

\footnote{For the values of $k$ and $n$ that are close to the ones considered in [89], we use the parameters therein. For other ranges, we follow the guidelines in the AAFFT 0.9 documentation [87].}
Figure 6-1: **Runtime vs. Signal Size** The figure shows that for a large range of signal sizes, SFT is faster than FFTW and the state-of-the-art sublinear algorithm.

Figure 6-2: **Runtime vs. Signal Sparsity** SFT significantly extends the range of applications for which sparse approximation of Fourier transform is practical, and beats the runtime of FFTW for values of $k$ which are orders of magnitude larger than those achieved by past work.
is faster than FFTW variants for \( k \) between 100 and 200. Further, the relative runtimes of AAFFT 0.9, and FFTW 3.2.2 are close to those reported in [89](Figure 3.2). The figure also shows that SFT 3.1 has the fastest runtime among all algorithms. It is almost two orders of magnitude faster than SFT 1.0 and SFT 2.0 and more than 400× faster than AAFFT. Finally, FFTW has a runtime of \( O(n \log(n)) \), which is independent of the number of non-zero frequencies \( k \), as can be seen in Figure 6-1. Thus, as the sparsity of the signal decreases (i.e., \( k \) increases), FFTW eventually becomes faster than all SFT and AAFFT. In fact, the FFTW will become faster than SFT 3.1 for \( k > 131072 \). Nonetheless, the results show that in comparison with the fastest prior sublinear algorithm [89], the SFT algorithms significantly extend the range of applications for which sparse approximation of Fourier transform is practical.

### 6.3.3 Robustness to Noise

Last, we would like to check SFT’s robustness to noise. Thus, we compare the performance of SFT 1.0 and SFT 2.0 against AAFFT 0.9, for different levels of white Gaussian noise. For this experiment, we exclude SFT 3.1 since it only works for exactly sparse signals. We fix \( n = 2^{22} \) and \( k = 50 \), and experiment with different signal SNRs.\(^3\) We change the SNR by changing the variance of the Gaussian noise. For each noise variance, we run multiple experiments by regenerating new instances of the signal and noise vectors. For each run, we compute the error metric per as the average \( L_1 \) error between the output approximation \( \hat{x}' \) (restricted to its \( k \) largest entries) and the best \( k \)-sparse approximation of \( \hat{x} \) referred to as \( \hat{y} \):

\[
\text{Average } L_1 \text{ Error} = \frac{1}{k} \sum_{0 < i \leq n} |\hat{x}'_i - \hat{y}_i|.
\]

Figure 6-3 plots the average error per non-zero frequency for SFT 1.0, SFT 2.0, and AAFFT 0.9. The figure shows that all three algorithms are stable under noise. Further, SFT variants appear to be more robust to noise than AAFFT 0.9.

---

\(^3\)The SNR is defined as \( SNR = 20 \log_{10} \frac{||x||_2}{||z||_2} \), where \( z \) is an \( n \)-dimensional noise vector.
Figure 6-3: **Robustness to Noise Results** \( (n = 2^{22}, k = 50) \). The figure shows that all three algorithms are stable in the presence of noise but the SFT algorithms have lower errors.
Part II

Applications of the Sparse Fourier Transform
Chapter 7

GHz-Wide Spectrum Sensing and Decoding

7.1 Introduction

The rising popularity of wireless communication and the potential of a spectrum shortage have motivated the FCC to take steps towards releasing multiple bands for dynamic spectrum sharing [48]. The government’s interest in re-purposing the spectrum for sharing is motivated by the fact that the actual utilization of the spectrum is sparse in practice. For instance, Figure 7-1 from the Microsoft Spectrum Observatory [123] shows that, even in urban areas, large swaths of the spectrum remain underutilized. To use the spectrum more efficiently, last year, the President’s Council of Advisors on Science and Technology (PCAST) [174] has advocated dynamic sharing of much of the currently under-utilized spectrum, creating GHz-wide spectrum superhighways “that can be shared by many different types of wireless services, just as vehicles share a superhighway by moving from one lane to another.”

Motivated by this vision, this chapter presents BigBand, a technology that enables realtime GHz-wide spectrum sensing and reception using low-power radios, similar to those in WiFi devices. Making GHz-wide sensing (i.e. the ability to detect occupancy) and reception (i.e. the ability to decode) available on commodity radios enables new applications:

- In particular, realtime GHz sensing enables highly dynamic spectrum access, where secondary users can detect short sub-millisecond spectrum vacancies and leverage them, thereby increasing the overall spectrum efficiency [16].

- Further, a cheap low-power GHz spectrum sensing technology enables the government and the industry to deploy thousands or such sensors in a metropolitan area for large-scale realtime spectrum monitoring. This will enable a better understanding of spectrum utilization, identification and localization of breaches of spectrum policy, and a more-informed planning of spectrum allocation.

- Beyond sensing, the ability to decode signals in a GHz-wide band enables a single radio to receive concurrent transmissions from diverse parts of the spectrum. This would enable future cell phones to use one radio to concurrently receive Bluetooth at 2.4 GHz, GSM at 1.9 GHz, and CDMA at 1.7 GHz.
Figure 7-1: **Spectrum Occupancy**: The figure shows the average spectrum occupancy at the Microsoft spectrum observatory in Seattle on Monday January 14, 2013 during the hour between 10 am and 11 am. The figure shows that between 1 GHz and 6 GHz, the spectrum is sparsely occupied.

Realtime GHz signal acquisition, however, is challenging. For example, existing methods for spectrum sensing, like those used in the Microsoft spectrum observatory [123], do not work in realtime. They rely on sequential hopping from one channel to the next, acquiring only tens of MHz at a time [153, 169]. As a result, each band is monitored only occasionally, making it easy to miss short lived signals (e.g., radar).

The key difficulty in capturing GHz of bandwidth in realtime stems from the need for high-speed analog-to-digital converters (ADCs), which are costly, power hungry, and have a low bit resolution [68, 131]. Compare typical low-speed ADCs used in WiFi or cellular phones with the very high speed ADCs needed to capture GHz of bandwidth. A 100 MS/s ADC, like in Wi-Fi receivers, costs a few dollars, consumes a few milli Watts, and has a 12 to 16-bit resolution [40, 131, 166]. In contrast, a high speed ADC that can take multiple giga-samples per second may cost hundreds of dollars, consume multiple orders of magnitude more power, and have only 6 to 8-bits resolution [40, 68, 131].

In this chapter, we explore how one can achieve the best of both worlds. Specifically, we would like to capture GHz of spectrum but using only few ADCs that sample the signal at tens of MS/s.

We introduce BigBand, a technology that can acquire GHz of signal using a few (3 or 4) low-speed ADCs. BigBand can do more than spectrum sensing – the action of detecting occupied bands. It can also decode the signal (i.e., obtain the I and Q components). To achieve its goal, BigBand builds on the Sparse Fourier Transform algorithms, described in Part I of this thesis, to recover the wireless spectrum using only a small subset of samples –i.e., it can recover GHz of spectrum without sampling it at the Nyquist rate.

Some past work has proposed using compressive sensing to acquire GHz signals at sub-Nyquist rate [103, 151, 172, 184]. BigBand builds on this work but differs from it substantially. Approaches based on compressive sensing require random sampling of the signal which cannot be done simply by using standard low-speed ADCs. It needs analog mixing at Nyquist rates [103, 184] and
expensive processing to recover the original signal. Such a design is quite complex and could end up consuming as much power as an ADC that samples at the Nyquist rate [1, 2]. Like the compressive-sensing approaches, BigBand can acquire a wideband signal without sampling it at the Nyquist rate. Unlike compressive sensing, however, BigBand does not need analog mixing or random sampling and can work using commodity radios and standard low-speed ADCs. Further, it computes the Fourier transform of a sparse signal faster than the FFT, reducing baseband processing.

We have built a working prototype of BigBand using USRP software radios. Our prototype uses three USRPs, each of which can capture 50 MHz bandwidth to produce a device that captures 0.9 GHz—i.e., 6× larger bandwidth than the digital bandwidth of the three USRPs combined. We have used our prototype to sense the spectrum between 2 GHz and 2.9 GHz, a 0.9-GHz stretch used by diverse technologies [123]. Our outdoor measurements reveal that, in our metropolitan area, the above band has an occupancy of 2–5%. These results were verified using a spectrum analyzer are in sync with similar measurements conducted at other locations [123]. We further use our prototype to decode 30 transmitters that are simultaneously frequency hopping in a 0.9 GHz band, hence demonstrating that BigBand decodes the signals, not only senses their power.

Finally, we have extended BigBand to perform spectrum sensing (not decoding) even when the spectrum utilization is not sparse. To do so, we leverage the idea that even if the spectrum itself is densely occupied, only a small fraction of the spectrum is likely to change its occupancy over short intervals of a few milliseconds. We build on this basic idea to sense densely occupied spectrum using sub-Nyquist sampling. We also evaluate our design empirically showing that it can detect frequency bands that change occupancy even when the spectrum is 95% occupied.

7.2 Related Work

BigBand is related to signal acquisition via digital and analog compressive sensing [103, 124, 125, 151, 172, 184, 185]. However, compressive sensing needs random sampling and analog mixing at Nyquist rates [103, 125, 184]. These approaches cannot be built using commodity radios and ADCs with regular sampling; they require a custom design and could end up consuming as much power as an ADC that samples at the Nyquist rate [1, 2]. Furthermore, compressive sensing does not directly compute the spectrum representation of the signal and still needs to perform heavy computation to recover the spectrum, which is power consuming.

BigBand is also related to theoretical work in signal processing on co-prime sampling [175, 180, 181]. In [180, 181], co-prime sampling patterns are utilized to sample sparse spectrum. These methods however require \( k \) ADCs with co-prime sampling patterns, where \( k \) is the number of occupied frequencies. In contrast, using the Sparse Fourier Transform allows us to use only a constant small number of ADCs. Our system is further implemented and shown to work in practice. In [175], co-prime sampling is used to sample linear antenna arrays. This work however assumes the presence of a second dimension where signals can be fully sampled and cross-correlated and hence cannot be used for spectrum acquisition.

---
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Also relevant to our work is the theoretical work on using multicoset sampling to capture the signals in a wideband sparse spectrum with a small number of low speed ADCs [79, 178]. However, in order to recover the original signals from the samples, these techniques require prior knowledge of the locations of occupied frequencies in the spectrum and hence are not useful for spectrum sensing. In contrast, our approach recovers both the locations of the occupied frequencies and the signals in these frequencies and thus can be used for both spectrum sensing and decoding.

Some proposals for test equipment reconstruct wideband periodic signals by undersampling [159, 173]. These approaches however assume that the signal is periodic — i.e., the same signal keeps repeating for very long time — which allows them to take one sample during each period until all samples are recovered and rearranged in the proper order. Though this requires one low speed ADC, it is only applicable to test equipment where the same signal is repeatedly transmitted [173].

There is significant literature about spectrum sensing. Most of this work focuses on narrow-band sensing [13, 149, 187]. It includes techniques for detecting the signal’s energy [13], its waveform [187], its cyclostationarity [84], or its power variation [149]. In contrast, we focus on wideband spectrum sensing, an area that is significantly less explored. A recent system called QuickSense [186] senses a wideband signal using a hierarchy of analog filters and energy detectors. BigBand differs from QuickSense in that it can recover the signal (obtain the I and Q components) as opposed to only detecting spectrum occupancy. Second, for highly utilized spectrum (i.e., not sparse), the approach in [186] reduces to sequentially scanning the spectrum whereas BigBand’s extension for the non-sparse case provides a fast sensing mechanism.

Finally, the proposed research complements the geo-location database required by the FCC for identifying the bands occupied by primary users (e.g., the TV stations in the white spaces). The database, however, has no information about frequencies occupied by secondary and unlicensed users in the area. Also, due to the complexity of predicting propagation models, the database provides only long-term predictions, and can be inaccurate, particularly with dynamic access patterns [16, 48].

### 7.3 BigBand

BigBand is a receiver that can recover sparse signals with sub-Nyquist sampling using low-power commodity radios. BigBand can do more than spectrum sensing — the action of detecting occupied bands. It provides the details of the signals in those bands (I’s and Q’s of wireless symbols), which enables decoding those signals.

BigBand uses the Sparse Fourier Transform to acquire sparse spectra using low speed ADCs. In this section, we explain how BigBand adapts the Sparse Fourier Transform for the application of spectrum acquisition. We use $x$ and $\hat{x}$ to denote a time signal and its Fourier transform respectively. We also use the terms: the value of a frequency and its position in the spectrum to distinguish $\hat{x}_f$ and $f$. BigBand discovers the occupied frequency positions $f$ and estimates their values $\hat{x}_f$. Once $\hat{x}$ is computed, it can recover the time signal $x$ and decode the wireless symbols.

Following the Sparse Fourier Transform framework set in Section 1.1.2, BigBand’s design has three components: frequency bucketization, estimation, and collision resolution. Below we re-explain these components in the context of wireless signal acquisition and processing. A theoretical
analysis of BigBand’s Sparse Fourier Transform algorithm follows immediately from Chapter 5\(^2\)

### 7.3.1 Frequency Bucketization

BigBand starts by hashing the frequencies in the spectrum into buckets. Since the spectrum is sparsely occupied, many buckets will be empty and can be simply discarded. BigBand then focuses on the non-empty buckets, and computes the values of the frequencies in those buckets in what we call the estimation step.

In order to hash frequencies into buckets, BigBand uses the aliasing filter described in Section 1.1.2. Recall that, if \( b \) is a sub-sampled version of the wireless signal \( x \) of bandwidth \( BW \), i.e., \( b_i = x_{i\cdot p} \) where \( p \) is the sub-sampling factor, then, \( \hat{b} \), the FFT of \( b \) is an aliased version of \( \hat{x} \), i.e.:

\[
\hat{b}_i = \sum_{m=0}^{p-1} \hat{x}_{i+m(BW/p)}
\]

(7.1)

Thus, the aliasing filter will hash frequencies equally spaced by an interval \( BW/p \) to the same bucket using the hashing function \( i = f \mod BW/p \). Further, the value in each bucket is the sum of the values of only the frequencies that hash to the bucket as shown in Equation 7.1. Most importantly, aliasing fits naturally to the problem of spectrum acquisition since it can simply be implemented by sampling the signal using a low-speed ADC slower than the Nyquist rate.

Now that we hashed the frequencies into buckets, we can leverage the fact that the spectrum of interest is sparse and hence most buckets have noise and no signal. BigBand compares the energy (i.e., the magnitude square) of a bucket with the receiver’s noise level and considers all buckets whose energy is below a threshold to be empty. It then focuses on the occupied buckets and ignores empty buckets.

### 7.3.2 Frequency Estimation

Next, for each of the occupied buckets we want to identify which frequencies created the energy in these buckets, and what are the values of these frequencies. If we can do that, we then have recovered a complete representation of the frequencies with non-zero signal values, i.e., we acquired the full signal in the Fourier domain.

Recall that our spectrum is sparse; thus, as mentioned earlier, when hashing frequencies into buckets many buckets are likely to be empty. Even for the occupied buckets, many of these buckets will likely have a single non-zero frequency hashing into them, and only a small number will have a collision of multiple non-zero (or occupied) frequencies. In the next section, we present a mechanism to detect whether a bucket has a collision and resolve such collisions. In this section, we focus on buckets with a single non-zero frequency and estimate the value and the position of this non-zero frequency.

Recall that if there is a single occupied frequency coefficient in the bucket, \( \hat{b}_i \), then the value of this occupied frequency is the value of the bucket. Said differently, the value of a bucket after

\(^2\)Note that while the algorithms in Chapter 5 are for 2D signals, the analysis holds due to the equivalence between the two-dimensional case and the one-dimensional case where \( n \) is a product of different prime powers [59, 90].
aliasing, \( \hat{b}_i \) is a good estimate of the value of the occupied frequency \( \hat{x}_f \) in that bucket, since all other frequencies in the bucket have zero signal value (only noise). Although we can easily find the value of the non-zero frequency in a bucket, we still do not know its frequency position \( f \), since aliasing mapped multiple frequencies to the same bucket. Recall from Section 1.1.2, to compute \( f \), we can use the phase-rotation property of the Fourier transform, which states that a shift in time domain translates into phase rotation in the frequency domain. We perform the process of bucketization again, after shifting the input signal by \( \tau \). Since a shift in time translates into phase rotation in the frequency domain, the value of the bucket of changes from \( \hat{b}_i = \hat{x}_f \) to \( \hat{b}_i^{(\tau)} = \hat{x}_f \cdot e^{2\pi j f \cdot \tau} \). Hence, using the change in the phase of the bucket, we can estimate our frequency of interest and we can do this for all buckets that do not have collisions.

Two points are worth noting:

- First, recall that the phase wraps around every \( 2\pi \). Hence, the value of \( \tau \) has to be small to avoid the phase wrapping around for large values of \( f \). In particular, \( \tau \) should be on the order of \( 1/BW \) where \( BW \) is the bandwidth of interest. For example, to acquire one GHz of spectrum, \( \tau \) should be on the order of a nanosecond.\(^3\)

- Second, to sample the signal with a \( \tau \) shift, we need a second low-speed ADC that has the same sampling rate as the ADC in the bucketization step but whose samples are delayed by \( \tau \). This can be achieved by connecting a single antenna to two ADCs using different delay lines (which is what we do in our implementation). Alternatively, one can use different delay lines to connect the clocks to the two ADCs.

### 7.3.3 Collision Detection and Resolution

We still need to address two questions: how do we distinguish the buckets that have a single non-zero frequency from those that have a collision? and in the case of a collision, how do we resolve the colliding frequencies?

**Collision Detection**

Again we use the phase rotation property of the Fourier transform to determine if a collision has occurred. Specifically, if the bucket contains a single non-zero frequency, i.e., no collision, then performing the bucketization with a time shift \( \tau \) causes only a phase rotation of the value in the bucket but the magnitude of the bucket does not change—i.e., with or without the time shift, \( ||\hat{b}_i|| = ||\hat{b}_i^{(\tau)}|| = ||\hat{x}_f|| \). In contrast, consider the case where there is a collision between, say, two frequencies \( f \) and \( f' \). Then the value of the bucket without a time-shift is \( \hat{b}_i = \hat{x}_f + \hat{x}_{f'} \) while its value with a time-shift of \( \tau \) is \( \hat{b}_i^{(\tau)} = \hat{x}_f \cdot e^{2\pi j f \cdot \tau} + \hat{x}_{f'} \cdot e^{2\pi j f' \cdot \tau} \). Since the colliding frequencies rotate by different phases, the overall magnitude of the bucket will change. Thus, we can determine whether there is a collision or not by comparing the magnitudes of the buckets with and without the time-shift. Note that even if one occasionally falsely detects a collision when there

\[^3\]In fact, one can prove a looser version of this constraint where large \( \tau \) are fine. Formally, for \( \tau \) larger than \( 1/BW \), the FFT window size must be a non-integer multiple of \( \tau \).
is a single frequency, BigBand can still correct this error. This is because the collision resolution step described next will estimate the values of the presumed colliding frequencies to zero.

**Collision Resolution**

To reconstruct the full spectrum, we need to resolve the collisions – i.e., for each non-zero frequency in a collision we need to estimate its value \( \hat{x}_f \) and position \( f \). We present two approaches for resolving collisions which may also be combined in case the spectrum is less sparse.

**A. Resolving Collisions with Co-prime Aliasing Filters**

One approach to resolve collisions is to bucketize the spectrum multiple times using aliasing filters with co-prime sampling rates. As described in Section 1.1.2, co-prime aliasing filters guarantee (by the Chinese remainder theorem) that any two frequencies that collide in one bucketization will not collide in the other bucketizations. Hence, we can resolve collisions by iterating between the two co-prime bucketizations. We can estimate the frequencies that did not collide from the first bucketization and subtract them from the colliding buckets in the second bucketization. This frees some of the colliding frequencies in the second bucketization and allows us to estimate them. We can then go back to the first bucketization and subtract these newly estimated frequencies from the buckets where they collided. We can keep iterating until we have recovered all the occupied frequencies.

Thus, by using co-prime aliasing filters to bucketize and iterating between the bucketizations – i.e., estimating frequencies from buckets where they do not collide and subtracting them from buckets where they do collide – we can recover the spectrum. This suggests that to capture a spectrum bandwidth \( BW \), we can use two ADCs that sample at rates \( BW/p_1 \) and \( BW/p_2 \) where \( p_1 \) and \( p_2 \) are co-prime. For example, to recover a 1 GHz spectrum, we can use a 42 MHz ADC [40] along with a 50 MHz ADC. The combination of these two ADCs can capture a bandwidth of 1.05 GHz because 42 MHz = 1.05 GHz/25 and 50 MHz = 1.05 GHz/21, where 21 and 25 are co-prime. Note that we also repeat each of these co-prime bucketization with a time shift (as explained in Section 7.3.2, which requires a total of 4 low-speed ADCs.

**B. Resolving Collisions without Co-prime Aliasing Filters**

Co-prime aliasing filters are an efficient way to resolve collisions, but they are not necessary. Here, we show how to resolve collisions while still using ADCs that sample at the same rate. This means that one can use one type of ADCs for building the whole system. This makes it possible to build BigBand using only software radios like USRPs [47].

We use one type of aliasing filter. However, we perform it for more than twice using multiple different time shifts. To see how this can help resolve collisions, consider again the case where two frequencies \( f \) and \( f' \) collide in a bucket. If we use two time shifts \( \tau_1 \) and \( \tau_2 \), we get three values for each bucket. For the bucket where \( f \) and \( f' \) collide, these values are:

\[
\begin{align*}
\hat{b}_i &= \hat{x}_f + \hat{x}_{f'} \\
\hat{b}^{(\tau_1)}_i &= \hat{x}_f e^{2\pi j\cdot f\tau_1} + \hat{x}_{f'} e^{2\pi j\cdot f'\tau_1} \\
\hat{b}^{(\tau_2)}_i &= \hat{x}_f e^{2\pi j\cdot f\tau_2} + \hat{x}_{f'} e^{2\pi j\cdot f'\tau_2}
\end{align*}
\]
If we know the positions of \( f \) and \( f' \), the above becomes an overdetermined system of equations where the only unknowns are \( \hat{x}_f, \hat{x}'_f \). Since only few frequencies hash into each bucket, there is a limited number of possible values of \( f \) and \( f' \). For each of these possibilities, the above overdetermined system can be solved to find \( \hat{x}_f, \hat{x}'_f \). Hence, we can solve overdetermined system for the possible \((f, f')\) pairs and choose the pair that minimizes the mean square error. While the above does not guarantee that the solution is unique, in case multiple pairs \((f, f')\) satisfy the equations, BigBand can detect that event and report to the user that the values of these frequencies remain unresolved.\(^4\) Our empirical results (in Section 7.7.3) show however that for practical spectrum sparsity (which is about 5%) 3 shifted bucketizations are enough to uniquely resolve the colliding frequencies.

We note that though this method requires more digital computation, we only need to do this for the few buckets that have a collision, and we know the number of collisions is small due to the sparsity of the spectrum. We also note that this method can be combined with the co-prime approach to deal with less sparse spectrum. In this case, one uses this method to resolve collisions of two frequencies while iterating between the co-prime filters.

### 7.4 Channel Estimation and Calibration

The earlier description of BigBand assumes that the different ADCs can sample exactly the same signal at different time-shifts. However, because the signals experience different channels, they will be scaled differently and the ADCs will not be able to sample exactly the same signal.

To better understand this problem, let us consider the case where we resolve collisions without the co-prime sub-sampling. In this case, we will have 3 ADCs each sampling a signal that is delayed by a time shift. In this case, consider a non-zero frequency \( f \) whose value is \( \hat{x}_f \). If \( f \) hashes to bucket \( i \) and does not collide, then the value of the bucket at each of the ADCs can be written as:

\[
\begin{align*}
\hat{b}_i &= h_w(f) \cdot h_1(f) \cdot \hat{x}_f \\
\hat{b}^{(\tau_1)}_i &= h_w(f) \cdot h_2(f) \cdot \hat{x}_f \cdot e^{2\pi j \cdot \tau_1} \\
\hat{b}^{(\tau_2)}_i &= h_w(f) \cdot h_3(f) \cdot \hat{x}_f \cdot e^{2\pi j \cdot \tau_2}
\end{align*}
\]  

(7.3)

where \( h_w(f) \) is the channel on the wireless medium, \( h_1(f), h_2(f), h_3(f) \) are the hardware channels on each of the radios, and \( \cdot(f) \) indicates that these parameters are frequency dependent. We can ensure that \( h_w(f) \) is the same in all three bucketizations by connecting the RF frontends to the same antenna. As a result, \( h_w(f) \) cancels out once we take the ratios, \( \hat{b}^{(\tau_1)}_i / \hat{b}_i \) and \( \hat{b}^{(\tau_2)}_i / \hat{b}_i \) of the buckets. However, the hardware channels are different for the different bucketizations. We need to estimate them and compensate for them in order to perform frequency estimation and also resolve the collisions.

Furthermore, though it is simple to create time-shifts between the three ADCs as explained in Section 7.3.2, we need to know the values of these time-shifts \( \tau_1, \tau_2 \) in order to perform frequency estimation.

\(^4\)Note that theoretically, for a collision of \( k \) frequencies, \( 2^k \) samples can guarantee a unique solution in the absence of noise.
Figure 7-2: **Phase Rotation vs. Frequency**: The figure shows that the phase rotation between the 3 USRPs is linear across the 900 MHz frequency spectrum and can be used to estimate the time shifts.

Figure 7-3: **Hardware Channel Magnitude**: The relative channel magnitudes $|h_1(f)/h_2(f)|$ and $|h_1(f)/h_3(f)|$ are not equal to 1 and are not flat across the frequency spectrum. Hence, we need to compensate for these estimates to be able to detect and solve collisions.

estimation based on phase rotation. Hence, we also need a way to estimate these time-shifts.

### 7.4.1 Estimating the Channels and Time-Shifts

To estimate the channels and the time shifts, we divide the total bandwidth $BW$ that BigBand captures into $p$ consecutive chunks. We then transmit a known signal in each chunk, one by one. Since we only transmit in one chunk at a time, there are no collisions at the receiver after aliasing. We then use Equation 7.3 to estimate the ratios $h_2(f) \cdot e^{2\pi j f \tau_1}/h_1(f)$ and $h_3(f) \cdot e^{2\pi j f \tau_2}/h_1(f)$ for each frequency $f$ in the spectrum.

Now that we have the ratios, we need to compute $h_2(f)/h_1(f)$ for each frequency $f$, and the
delay $\tau_1$. We can estimate this as follows: Both the magnitude and phase of the hardware channel ratio will be different for different frequencies. The magnitude differs with frequency because different frequencies experience different attenuation in the hardware. The phase varies linearly with frequency because all frequencies experience the same delay $\tau_1$, and the phase rotation of a frequency $f$ is simply $2\pi f \tau_1$. We can therefore plot the phase of the ratio as a function of frequency, and compute the delay $\tau_1$ from the slope of the resulting line.

Figure 7-2 shows the phase result of this estimation performed on the USRP software radios used in our implementation described in Section 7.6. As expected, the phase is linear across 900 MHz. Hence, by fitting the points in Figure 7-2 to a line we can estimate the shifts $\tau_1, \tau_2$ and the relative phases of the hardware channels ($i.e. \angle h_1(f)/h_2(f)$ and $\angle h_1(f)/h_3(f)$). Figure 7-3 also shows the relative magnitudes of the hardware channels on the USRPs ($i.e. |h_1(f)/h_2(f)|$ and $|h_1(f)/h_3(f)|$) over the 900 MHz between 3.05 GHz and 3.95 GHz. These hardware channels and time shifts are stable. For our implementation, we estimated them only once at the set up time.

7.5 Differential Sensing of Non-Sparse Spectrum

We extend BigBand’s algorithm to sense a non-sparse spectrum. The key idea is that although the spectrum might not be sparse, changes in spectrum usage are typically sparse, i.e., over short intervals, only a small percentage of the frequencies are freed up or become occupied. This makes it possible to estimate the occupancy without sampling the signal at the Nyquist rate. We refer to sparse changes as differential sparsity, and call the extension that deals with such non-sparse spectrum D-BigBand. We note however that unlike in the case where the spectrum is sparse, in the non-sparse setting we only perform spectrum sensing but we cannot recover the I and Q components of the signal. Below we explain how we perform bucketization and estimation in D-BigBand.

7.5.1 Frequency Bucketization

D-BigBand also bucketizes the spectrum using sub-sampling filters. However, since the spectrum is not sparse, it is very likely that all buckets will be occupied. Thus, D-BigBand tries to detect changes in the occupancy of frequencies that hash to each buckets. To do so, D-BigBand computes the average power of the buckets over two consecutive time windows $TW$ by performing the bucketization multiple times during each time window.\(^5\) Since the changes in spectrum occupancies are sparse, only the average power of few buckets would change between the two time windows. D-BigBand can then focus only on the few buckets where the average power changes.

7.5.2 Frequency Estimation

Now that we know in which buckets the average power has changed, we need to estimate which of the frequencies in the bucket is the one whose occupancy has changed. However, we can no longer use the phase rotation property to estimate these frequencies or resolve their collisions since the

\(^5\)The number of times D-BigBand can average is $TW/T$ where $T$ is the FFT window time.
phase of the bucket now depends on all the frequencies that hash to the bucket and not just the frequency whose occupancy has changed. Thus, to estimate the changing frequencies we are going to use a different method which we refer to as voting which is similar to the voting approach described in Section 1.1.3 and used in Chapter 3. We repeat the bucketization multiple times while randomizing which frequencies hash to which buckets. After that, each bucketization votes for frequencies that hash to buckets where the power changed. Frequencies that get the most number of votes are picked as the ones whose occupancy has changed. To randomize the bucketizations, we simply use co-prime sub-sampling which as described in Section 7.3.3 guarantees that frequencies that hash together in one bucketization can not hash together in the other bucketizations.

As with any differential system, we need to initialize the state of spectrum occupancy. However, an interesting property of D-BigBand is that we can initialize the occupancy of each frequency in the spectrum to unknown. This is because, when we take the difference in power we can tell whether the frequency became occupied or it became empty. Specifically, a negative power difference implies that the corresponding frequency became empty, and a positive power difference implies that the corresponding frequency became occupied. Hence, once the occupancy of a frequency changes, we can tell its current state irrespective of its previous state. This avoids the need for initialization and prevents error propagation.

### 7.6 A USRP-Based Implementation

#### 7.6.1 Implementing BigBand

As a proof of concept, we implement BigBand using USRP N210 software radios [47]. Since the USRPs use the same ADCs, it is not possible to have co-prime sub-sampling rates. Thus, our implementation relies on resolving collisions without co-prime sub-sampling.

We use three USRP N210 radios with the SBX daughterboards, which can operate in the 400 MHz to 4.4 GHz range. The clocks of the three USRPs are synchronized using an external GPSDO clock [91]. In order to sample the same signal using the three USRPs, we connect the USRPs to the same antenna using a power splitter but with wires of different lengths in order to introduce small time-shifts. We also remove the analog low pass filters on the SBX daughterboards to allow the USRP’s ADC to receive the entire bandwidth that its analog front-end circuitry is designed for. The analog circuitry of the USRP front-end can receive at most 0.9 GHz, which puts an upper bound on the digital bandwidth of the system. The three USRP ADCs each samples the signal at 50 MS/s.

Thus, our implementation of BigBand captures a bandwidth $BW = 900$ MHz using only 150 MS/s.

#### 7.6.2 Implementing D-BigBand

D-BigBand’s frequency estimation relies on using different co-prime sub-sampling rates and hence we cannot implement D-BigBand directly on USRPs. Thus, to verify that D-BigBand can sense

---

6In principle, the USRP ADC can sample up to 100 MS/s. However, the USRP digital processing chain cannot support this rate and hence the ADC sampling rate can be set to no higher than 50 MS/s.
Figure 7-4: Spectrum Occupancy Results: The figure shows the average spectrum occupancy at our geographical location on Friday 01/15/2013 between 1-2pm, as viewed at a 10 ms granularity (top) and 100 µs granularity (bottom). It shows that the spectrum is sparsely occupied. Further, the sparsity increases when one computes the occupancy over shorter time windows.

a non-sparse spectrum, we use trace-driven experiments. To collect traces of one GHz of highly occupied spectrum, we use many USRPs to transmit and receive. Since we have a total of 20 USRPs, we divide them into 10 receivers and 10 transmitters and capture 250 MHz at a time. We repeat this 4 times at center frequencies that are 250 MHz apart and stitch them together in the frequency domain to capture the full 1 GHz spectrum. We then perform the inverse FFT to obtain a time signal sampled at 1 GHz. We now sub-sample this time domain signal using three co-prime rates: 1/21, 1/20, and 1/23 GHz. We run D-BigBand using these sub-sampled versions of the signal.
7.7 BigBand’s Spectrum Sensing Results

7.7.1 Outdoor Spectrum Sensing

We collect outdoor measurements from the roof top of a 24 floor MIT building. We use BigBand to capture the signal between 2 GHz and 2.9 GHz over 30 minutes. We configure BigBand to compute the spectrum over an FFT window of size $W$. We report here results for $W = 10$ ms and $W = 100$ $\mu$s. We calculate the occupancy of a particular frequency as the percentage of the FFT windows during which the frequency was occupied (i.e., the power at that frequency was at least twice the noise power).

Figure 7-4 shows the fraction of time that each chunk of spectrum between 2 GHz and 2.9 GHz is occupied, as recovered by BigBand. These results were confirmed using a spectrum analyzer. The figure shows that the spectrum is sparsely occupied. In particular, the occupancy is about 5% when considered over FFT windows of 10 ms and drops to about 2%, when viewed over windows of 100 $\mu$s. The figure shows that even frequencies that look 100% occupied over 10 ms windows, become less occupied when viewed over shorter intervals. This is because while these frequencies are occupied for some fraction of every 10 ms interval, there is a large number of shorter windows within each 10 ms where these frequencies are not occupied. For example, the WiFi band around 2.4 GHz seems fully utilized when checked over 10 ms windows; yet if one views it over windows that are 100 times shorter (i.e., 100 $\mu$s), one would discover that the medium is almost always idle. In contrast, the band around 2.1 GHz which is used by cellular technologies is occupied even at very short time scales.

The above implies that the spectrum is sparser at finer time intervals, and provides more opportunities for fine-grained spectrum reuse. This result motivates the need for fast spectrum sensing schemes to exploit these short-term vacancies.

Finally, we note that measurements collected in other locations or on different dates show similar results to those in Figure 7-4 but may differ slightly in which frequencies are occupied. Measurements from higher parts of the spectrum are qualitatively similar but have significantly higher sparsity (we omit the figures for lack of space).

7.7.2 BigBand vs. Spectrum Scanning

Most of today’s spectrum sensing equipment relies on scanning. Even expensive, power hungry spectrum analyzers typically capture a 100 MHz bandwidth in one shot, and end up scanning to capture a larger spectrum [169]. The performance of sequentially scanning the spectrum depends mainly on how fast the device can scan a GHz of bandwidth. In the absence of fast scanning, the system can miss radar and other highly dynamic signals. Here, we compare how fast it would take to scan the 900 MHz bandwidth using three techniques: state-of-the-art spectrum monitors like the RFeYe [153], which is used in the Microsoft spectrum observatory, 3 USRPs sequentially scanning the 900 MHz, or 3 USRPs using BigBand.

Table 7.1 shows the results for different FFT window sizes. In all cases, BigBand takes exactly the time of the FFT window to acquire the 900 MHz spectrum. The 3 USRPs combined can scan 150 MHz at a time and hence need to scan 6 times to acquire the full 900 MHz. For FFT window
Table 7.1: **Spectrum Sensing Scanning Time:** BigBand is multiple orders of magnitude faster than other technologies. This allows it to perform real-time sensing to take advantage of even short-term spectrum vacancies.

<table>
<thead>
<tr>
<th>FFT Window</th>
<th>BigBand (900 MHz)</th>
<th>3 USRP Seq. Scan (150 MHz)</th>
<th>RFeye Scan (20 MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 µs</td>
<td>1 µs</td>
<td>48 ms</td>
<td>22.5 ms</td>
</tr>
<tr>
<td>10 µs</td>
<td>10 µs</td>
<td>48 ms</td>
<td>22.5 ms</td>
</tr>
<tr>
<td>100 µs</td>
<td>100 µs</td>
<td>48 ms</td>
<td>—</td>
</tr>
<tr>
<td>1 ms</td>
<td>1 ms</td>
<td>54 ms</td>
<td>—</td>
</tr>
<tr>
<td>10 ms</td>
<td>10 ms</td>
<td>114 ms</td>
<td>—</td>
</tr>
</tbody>
</table>

Figure 7-5: **False Negatives and Positives as a Function of Spectrum Sparsity:** BigBand’s false positive and false negative rates are extremely low.

sizes lower than 10 ms, the scanning time is about 48 ms. Hence, the USRPs spend very little time actually sensing the spectrum, which will lead to a lot of missed signals. Of course, state of the art spectrum monitors can do much better. The RFeye node has a fast scanning mode of 40 GHz/second [153]. It scans in chunks of 20 MHz and thus will take 22.5 ms to scan 900 MHz. Note that RFeye has a maximum resolution of 20 kHz, and hence does not support FFT windows larger than 50 µs.

Thus, BigBand, which uses off-the-shelf components, is much faster than even expensive scanning based solutions, allowing it to detect short-term spectrum vacancies.

### 7.7.3 BigBand’s Sparsity Range

The primary motivation of BigBand is to be able to sense sparse spectrum. In this section, we verify the range of sparsity for which BigBand works. We run our experiments between 3.05 GHz and 3.95 GHz because this band is effectively empty (see Figure 7-1), and hence enables us to perform controlled experiments. We vary the sparsity in the 3.05 GHz to 3.95 GHz range between 1% and
Figure 7-6: **Unresolved Frequencies as a Function of Spectrum Sparsity**: BigBand cannot resolve around 2% of the frequencies with 5% spectrum occupancy, and stays below 14% even when spectrum occupancy grows as large as 10%.

10% by transmitting from 5 different USRPs. Each USRP transmits a signal whose bandwidth is at least 1 MHz and at most 20 MHz. We randomize the bandwidth and the center frequencies of the signals transmitted by the USRPs. For each sparsity level, we repeat the experiment 100 times with different random choices of bandwidth and center frequencies. We run BigBand over a 1 ms FFT window. We consider three metrics:

- **False Negatives**: The fraction of occupied frequencies that BigBand incorrectly reports as empty.
- **False Positives**: The fraction of empty frequencies that BigBand incorrectly reports as occupied.
- **Unresolved Frequencies**: The fraction of total frequencies that BigBand cannot resolve due to unresolved collisions.

Figure 7-5 shows that BigBand’s false positives and false negatives rates are extremely low. The probability of false positive stays below 0.0005 even when 10% of the spectrum is occupied. The probability of false negative is less than 0.002 when the spectrum occupancy is less than 5%, and stays within 0.003 even when the spectrum occupancy goes up to 10%.

Figure 7-6 shows that the fraction of unresolved frequencies is less than 0.03 when the spectrum usage is below 5%. This number increases as the spectrum usage increases, but stays below 0.14 when 10% of the spectrum is used. Unresolved frequencies increase as spectrum usage increases because the probability of collision increases. Note however that in contrast to false positive and false negatives, BigBand knows which exact frequencies it could not resolve and reports these frequencies with the label “not-estimated”. Thus, unresolved frequencies show lack of information as opposed to errors. The application can decide how to treat unresolved frequencies. For dynamic spectrum access, it can simply avoid the unresolved frequencies.

We also note that real-world spectrum measurements, for instance, in the Microsoft observatory, and our results, reveal that actual spectrum usage is 2–5%. In this regime, BigBand’s unre-
solved frequencies are less than 0.03. Further, if the occupancy is high, one may use D-BigBand, which deals with high occupancies (see results in Section 7.9.)

7.8 BigBand’s Decoding Results

7.8.1 Decoding Multiple Transmitters

In this section, we verify that BigBand can concurrently decode a large number of transmitters from diverse parts of the spectrum. All the transmitters in our implementation use the same technology, but the result naturally generalizes to transmitters using different technologies.

We use 10 USRPs to emulate up to 30 transmitters hopping in a spectrum of 0.9 GHz. At any given time instant, each device uses 1 MHz of spectrum to transmit a BPSK signal. Similar to the Bluetooth frequency hopping standard, we assume that there is a master that assigns a hopping sequence to each device that ensures that no two devices hop to the same frequency at the same time instant. Note however, that the hopping sequence for different devices allows them to hop to frequencies that get aliased to the same bucket at a particular time instant, and hence collide in BigBand’s aliasing filters. Like in Bluetooth, each transmitter hops 1, 3, or 5 times per packet, depending on the length of the packet.

Figure 7-7 shows the packet loss rate versus the number of devices hopping in the spectrum. It shows that BigBand can decode the packets from 30 devices spanning a bandwidth of 900 MHz with a packet loss rate less than 3.5%. Decoding all these transmitters without BigBand would either require a wideband 0.9 GHz receiver, or a receiver with 30 RF-frontends, both of which would be significantly more costly and power-hungry.
### 7.8.2 Signal-to-Noise Ratio

It is expected that BigBand will have more noise than a narrowband receiver since it can capture a much larger bandwidth. This section aims to shed insight on this issue. We note three types of noise: thermal noise, quantization noise and ADC jitter noise [2]. BigBand has higher thermal noise due to bucketization. Specifically, since in our implementation, the 900 MHz bandwidth is aliased into 50 MHz, it is expected that the thermal noise would increase by $18 \times (12.5 \, \text{dB})$. However, quantization noise and ADC jitter noise do not alias, and hence do not increase. The overall increase in noise depends on how the thermal noise compares to these other types of noise.

To understand the impact of thermal noise and quantify the SNR performance of BigBand, we compare it with a 50 MHz narrowband receiver that uses the same USRP hardware. We transmit a 10 MHz signal, receive it on BigBand and the narrowband receiver, and compare the resulting SNR. We connect BigBand and the narrowband receiver to the same antenna and ensure that both receivers’ rx-gains are set properly so that the received signal amplitude spans the same range on both receivers. We run it for different receive signal strengths and measure the SNR on each. We repeat the measurements for the ADC quantization set to 8 bits and 14 bits to better understand the interaction between thermal noise and quantization noise.

Table 7.2 shows the mean and max reduction in SNR of a signal received on BigBand relative to the narrowband USRP. The result shows that at 8 bit quantization, the reduction is a little less than 3 dB which means that the 12 dB increase in thermal noise only translates to 3 dB reduction in SNR due to quantization and jitter noise. At a quantization of 14 bits, the SNR reduction becomes 6 dB which means that the ADC jitter noise is still significantly higher than thermal noise. Though this reduction in SNR is significant compared to narrowband receivers, one would require using 18 such receivers to capture in realtime the same 900 MHz bandwidth as BigBand which is not practical in terms of cost and bulkiness.

### 7.9 D-BigBand’s Sensing Results

In this section, we evaluate D-BigBand’s ability to sense changes in spectrum occupancy independent of sparsity. We implement D-BigBand as described in Section 7.6. We vary the percentage of total occupied frequencies in the spectrum between 1% (sparse) to 95% (almost fully occupied). We then change the number of frequencies that change occupancy every 1 ms by up to 1% (i.e., 10 MHz), and evaluate D-BigBand’s accuracy in identifying the frequencies that change occupancy.

As a function of spectrum occupancy, Figure 7-8 shows the false positives (i.e., frequencies

<table>
<thead>
<tr>
<th>ADC Quantization</th>
<th>BigBand vs Narrowband RX</th>
<th>mean</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 bits</td>
<td>-2.73 dB</td>
<td>-2.78 dB</td>
<td></td>
</tr>
<tr>
<td>14 bits</td>
<td>-5.68 dB</td>
<td>-5.89 dB</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Reduction in SNR at Different Quantization Levels
Figure 7-8: **D-BigBand’s Effectiveness as a Function of Spectrum Sparsity**: Over a band of 1 GHz, D-BigBand can reliably detect changes in spectrum occupancy even when the spectrum is 95% occupied, as long as the change in spectrum occupancy is less than 1% every ms.

whose occupancy has not changed, but D-BigBand erroneously declared as changed) and false negatives (i.e., frequencies whose occupancy has changed, but D-BigBand erroneously declares as unchanged). We see that D-BigBand robustly identifies changes in occupancy, with both the false positive and the false negative probabilities remaining under 0.02 even for a spectrum occupancy of 95%.

### 7.10 Conclusion

This chapter presented BigBand, a system that enables GHz-wide sensing and decoding using commodity radios. As a spectrum sensing device, it could sense the occupancy of the spectrum under both sparse and non-sparse cases. As a reception device, it is the first receiver that can decode a sparse signal whose bandwidth is larger than its own digital bandwidth. Empirical evaluation demonstrates that BigBand is able to sense the spectrum stably and dynamically under different sparsity levels; we also demonstrate BigBand’s effectiveness as a receiver to decode GHz-wide sparse signals. We believe that BigBand enables multiple applications that would otherwise require expensive and power hungry devices, *e.g.* realtime spectrum monitoring, dynamic spectrum access, concurrent decoding of multiple transmitters in diverse parts of the spectrum.
Chapter 8

Faster GPS Synchronization

8.1 Introduction

The global positioning system (GPS) is one of the most pervasive wireless technologies. It is incorporated in more than one billion smartphones world-wide [78], and embedded in a wide variety of devices, including personal navigation systems [168], sensors [39], digital cameras [135], and even under-the-skin bio-chips [67]. The key functionality of a GPS receiver is to calculate a position, called a fix. Computing a fix involves locking on the GPS satellite signals and decoding satellite orbit and time data. Most GPS receivers, however, are embedded with some other radio (e.g., WiFi, cellular, or ZigBee) and, hence, can download the content of the GPS signal from assisted GPS (A-GPS) servers instead of decoding it from the satellite signals [92].

With assisted GPS used widely in phones and other GPS-capable devices [50], the bulk of what a GPS receiver does is to lock on the satellite signal (i.e., synchronize with it). This allows the receiver to calculate the sub-millisecond synchronization delay necessary for computing its position [51]. The importance of locking is further emphasized by the fact that current GPS receivers are typically duty-cycled [22, 152]; hence, they need to re-synchronize with the satellite signals regularly. Synchronizing with the satellite signal, however, is a costly process that requires tens of millions to a few billion digital multiplications [167]. Many GPS-enabled devices (e.g., mobile phones, sensors, etc.) have strict power limitations and would benefit from reducing the complexity of this process.

In this chapter, we aim to reduce the cost of synchronizing with weak signals like GPS. At a high level, GPS synchronization works as follows: each satellite is assigned a CDMA code. For each satellite, the receiver needs to align the corresponding CDMA code with the received signal. The process is complicated because GPS signals are very weak (about 20 dB below the noise level [144]). To find the right alignment of each satellite, a GPS receiver conducts a search process. It computes the correlation of the CDMA code with the received signal for all possible shifts of the code with respect to the signal. The correct shift is the one that maximizes the correlation.

So, how does a GPS receiver compute all these shifted correlations? The traditional approach convolves the received signal with the CDMA code of each satellite in the time domain. The correct alignment corresponds to the one that maximizes this convolution. This approach has a computa-

\[1\] The data includes almanac, ephemeris, reference time. AGPS may also provide other optional assistance data [92].
Figure 8-1: FFT-Based GPS Synchronization Algorithm. The algorithm multiplies the FFTs of the received signal with the FFT of the code, and takes the IFFT of the resulting signal. The output of the IFFT spikes at the shift that correctly synchronizes the code with the satellite signal.

More recent GPS receivers lock on the satellite using frequency domain computation. This approach leverages the fact that convolution in the time domain corresponds to multiplication in the frequency domain. It proceeds in the following three steps, shown in Figure 8-1: 1) The receiver takes the FFT of the received signal; 2) It multiplies the output of this Fourier transform by the FFT of the CDMA code; and 3) It performs the inverse FFT on the resulting signal. This 3-step process is mathematically equivalent to convolving the signal with the code; thus, the output of the inverse FFT will spike at the correct shift that synchronizes the code with the received signal, as shown in Figure 8-1(d). The computational complexity of this approach is \( O(n \log n) \). For the past two decades, this has been the algorithm with the lowest computational complexity for synchronizing a GPS receiver [167].

This chapter introduces the lowest complexity GPS synchronization algorithm to date. Our synchronization algorithm is based on the following observations:

- First, we note that since the output of the synchronization process has a single major spike at the correct shift, as shown in Figure 8-1(d), the inverse FFT is very sparse. We build on the Sparse Fourier Transform algorithms from Part I of this thesis to significantly reduce the runtime of the GPS synchronization algorithm. However, the Sparse Fourier Transform algorithms presented in Part I use relatively complex filters and estimation techniques to deal with the interaction of multiple potential spikes at the output of the transform. In contrast, here, we exploit the fact that the synchronization problem produces only one spike, and design a simple sublinear algorithm that uses only aliasing to filter the signal. This allows us to reduce the complexity of the IFFT step in Figure 8-1(d) to sublinear time.

---

2 The CDMA code consists of 1023 chips transmitted at 1.023 MHz. For a GPS receiver that samples at 5 MHz, the computational complexity of the shifted correlation is \((1023 \times 5/1.023)^2\), which is about 25 million multiplications of complex signal samples. The GPS receiver has to repeat this process for multiple satellites (between 4 to 12 satellites) and multiple Doppler shifts (between 21 to 41 shifts) for each satellite, which brings the number of multiplications to over a billion. Further, correlating with one block of the signal may not be sufficient. For weak signals, the receiver may need to repeat this process and sum up the output [96].

3 Sparse Fourier Transform algorithms are designed for the case where the output of the Fourier Transform contains only a small number of spikes. Hence, they are applicable to both Sparse Fourier Transform and Sparse Inverse Fourier Transform. For a more detailed description see Section 8.3.
• Although the output of the inverse FFT is sparse and can be quickly computed, the GPS signal in the frequency domain is not sparse (Figure 8-1 (b)) and, hence, the runtime of the forward FFT cannot be reduced by applying a Sparse Fourier Transform. Thus, simply using Sparse Inverse Fourier Transform does not reduce the overall complexity of the problem (which is still $O(n \log n)$ due to the forward FFT). To address this issue, we note that the FFT in Figure 8-1 (b) is just an intermediate step that will be used as an input to the Sparse Inverse Fourier Transform. Since the Sparse Inverse Fourier Transform algorithms operate only on a subset of their input signal, we do not need to compute the values of all frequencies at the output of the forward FFT. We leverage this property to compute only a subset of the frequencies and reduce the complexity of the FFT step.

We provide an algorithm that, for any SNR, is as accurate as the original FFT-based (or convolution-based) algorithm, but reduces the computational complexity from $O(n \log n)$ operations to $O(n \sqrt{\log n})$. Further, when the noise in the received signal can be bounded by $O(n / \log^2 n)$, we prove that the same algorithm has a linear complexity, i.e., $O(n)$.

We implement our design and test it on two datasets of GPS signals: We collected the first dataset in the US using software radios. The second dataset was collected in Europe. The datasets cover both urban and suburban areas. We compare our design against an FFT-based synchronization algorithm. Our design reduces the number of multiplications for detecting the correct shift by a median of $2.2 \times$. Since a large fraction of GPS power is consumed by the synchronization process (30% [141] to 75% [142] depending on the required accuracy), we expect the new design to produce a significant reduction in GPS power consumption.

Finally, this chapter makes both algorithmic and systems contributions, which can be summarized as follows:

• It presents the fastest algorithm to date for synchronizing GPS receivers with satellite signals. The algorithm has multiple features: 1) It is adaptive, i.e., it can finish faster if the SNR is higher; 2) it continues to work at very low SNRs; and 3) it is general, i.e., it can be used to synchronize any signal with a random (or pseudo random) code.

• It provides an implementation and an empirical evaluation on real GPS signals, demonstrating that the algorithmic gains translate into a significant reduction in the number of operations performed by a GPS receiver.

### 8.2 GPS Primer

The key functionality of a GPS receiver is to calculate its position using the signal it receives from the GPS satellites. To do so, the receiver computes the time needed for the signal to travel

---

4 Note that $n$ is not a constant and varies across GPS receivers. Specifically, different receivers sample the GPS signal at different rates, hence obtaining a different number of samples per codeword. For example, for a receiver whose sampling rate is 5MHz, $n=5000$, whereas for a 4MHz receiver, $n=4000$.

5 The Europe dataset is courtesy of the GNSS-SDR team [49] at the Centre Tecnologic de Telecomunicacions de Catalunya (CTTC).
Figure 8-2: **GPS Trilateration:** After determining the distance to different satellites, the receiver can draw spheres centered at each of the satellites and whose radii are the respective distances. These spheres should intersect at the receiver’s position. A GPS receiver needs four satellites to uniquely determine its position [96]. Extra satellites can be used to correct for the lack of very tight synchronization between the receiver’s clock and those of the satellites.

from each satellite to itself. It then multiplies the computed time by the speed of light to obtain its distance from each satellite. As a result, the receiver knows that it lies on a sphere centered at that satellite and whose radius is the computed distance. It then determines its position as the intersection of several such spheres through a method called trilateration [96] shown in Figure 8-2.

But how does the receiver compute the propagation time from the satellites? The propagation time is obtained using a synchronization algorithm that allows the device to lock on the received signal. Specifically, each satellite has its own CDMA code, called the C/A code, which consists of 1023 chips [96]. Assuming the receiver’s and satellites’ clocks are perfectly synchronized, a GPS receiver generates the satellites’ codes at the same time as the satellites. Due to propagation delay, however, the signal arrives in a shifted version at the receiver by exactly the amount of time it took the signal to travel from the satellite. By correlating with shifted versions of the satellite’s code, the receiver calculates the propagation time as the shift at which the correlation spikes [167]. In practice, the receiver’s clock is not fully synchronized with that of the satellites; this, however, can be compensated for by increasing the number of satellites used in the trilateration process.\(^6\)

The motion of the satellites introduces a Doppler shift in the received signal. The signal does not correlate with the C/A code unless the Doppler shift is corrected. To deal with this issue, a

\(^6\)All GPS satellites use atomic clocks and are fully synchronized with each other [96]. Hence, a GPS receiver will have the same clock skew with respect to all satellites and all the estimated propagation delays will have the same error \(\epsilon\). However, trilateration needs only 4 satellites to estimate the position and thus extra satellites can be used to to estimate and correct \(\epsilon\).
Figure 8-3: **2D Search for Peak Correlation.** The plot shows the result of correlating with a C/A code for a satellite whose signal is present in the received signal. On the x-axis, we search 4000 different code shifts and on the y-axis 21 different Doppler shifts.

GPS device typically performs a 2-dimensional search on the received signal [96]: one for time (code shifts), and one for Doppler shifts. Specifically, the receiver tries all possible code shifts, and 41 equally spaced Doppler shifts within +/-10 kHz of the center frequency [167], as shown in Figure 8-3. Finally, the GPS satellites repeat the code 20 times for each data bit to enable the GPS receiver to decode very weak signals. The receiver tries to use one code repetition to synchronize. However, if the signal is too weak, the receiver repeats the 2D-search for multiple codes and sums the result [96].

## 8.3 QuickSync

We describe QuickSync, a synchronization algorithm for GPS receivers. The algorithm works in the frequency domain similar to the FFT-based algorithm described in Section 8.1. QuickSync, however, exploits the sparse nature of the synchronization problem, where only the correct alignment between the received GPS signal and the satellite code causes their cross-correlation to spike. QuickSync harnesses this property to perform both the Fourier and inverse Fourier transforms in a time faster than $O(n \log n)$, therefore reducing the overall complexity of GPS synchronization.

The next subsections formalize the problem and detail the algorithm.

### 8.3.1 Problem Formulation

The synchronization problem can be formulated as follows: Given a spreading code $c = c_0, \ldots, c_{n-1}$ of size $n$ and a received signal $x = x_0, \ldots, x_{n-1}$, find the time shift $\hat{t}$ that maximizes the correlation between $c$ and $x$, i.e., compute:

$$\hat{t} = \arg \max_c c_{-n} \otimes x,$$  

(8.1)
where ⊙ is a circular convolution and \( c_{-n} \) is the time reversed code; i.e. \( c_{-n} = c_{n-1}, \ldots, c_0 \). Computing this convolution in the time domain requires performing \( n \) correlations each of size \( n \) and thus has complexity \( O(n^2) \). However, convolution in the time domain corresponds to element-by-element multiplication in the frequency domain. Therefore computing the convolution in Equation 8.1 can be done more efficiently by performing FFT on each of the code and the signal, multiplying those FFTs, then performing an inverse FFT (IFFT) as shown below:

\[
\arg \max_t c_{-n} \odot x = \arg \max_t \mathcal{F}^{-1}\{\mathcal{F}\{c\}^* \cdot \mathcal{F}\{x\}\},
\]  

(8.2)

where \( \mathcal{F}(.) \) is the FFT, \( \mathcal{F}^{-1}(.) \) is the IFFT, \( * \) is the complex conjugate and \( t \) is any time sample in the output vector of the convolution. This reduces the complexity of the synchronization process to \( O(n \log(n)) \). Accordingly, in the remainder of this chapter, we only consider the FFT-based synchronization algorithm as a baseline for evaluating QuickSync’s performance.

8.3.2 Basics

Before introducing our synchronization algorithm, we remind the reader of a basic subsampling/aliasing property of the Fourier transform, which we have introduced in Chapter 1 and have previously used in Chapters 3, 5, and 7. However, here we will focus on the dual of this property which states that: *Aliasing a signal in the time domain is equivalent to subsampling it in the frequency domain, and vice versa.* Figure 8-4 illustrates this property.

Formally, let \( x \) be a discrete time signal of length \( n \), and \( X \) its frequency representation. Let \( x' \) be a version of \( x \) in which adjacent windows of size \( B \) (where \( B \) divides \( n \)) are aliased on top of each other (i.e., samples that are \( p = n/B \) apart are summed together). Then, for \( t = 0 \ldots B - 1 \):

\[
x'_t = \sum_{j=0}^{n/B-1} x_{t+jB}.
\]  

(8.3)

Thus, \( X' \), the FFT of \( x' \) is a subsampled version of \( X \), and for \( f = 0 \ldots B - 1 \)

\[
X'_{f} = X_{pf},
\]  

(8.4)

where \( p = n/B \), and the subscript in \( X_{pf} \) refers to the sample whose index is \( p \times f \).

8.3.3 The QuickSync Algorithm

We describe how QuickSync operates on a received GPS signal to synchronize it with an internally generated C/A code. For simplicity, we assume that the input signal neither exhibits a carrier frequency offset nor a Doppler shift; in later sections, we extend the algorithm to deal with these frequency offsets. Furthermore, in this section, we describe the algorithm in the context of synchronizing the GPS receiver with the signal of only one satellite; the algorithm can be easily adapted for synchronizing with multiple satellites.
Figure 8-4: The Duality of Aliasing and Subsampling. Aliasing in the time domain corresponds to subsampling in the frequency domain and vice versa. Folding (aliasing) the time domain signal in the top left results in the signal in the top right; specifically, time samples 1 and 6 add into sample 1 in the aliased signal, samples 2 and 7 into sample 2, etc. In the Fourier domain, the FFT of the aliased signal is a subsampled version of the FFT of the initial signal; namely, sample 1 in the bottom right signal corresponds to sample 2 in the bottom left, sample 2 corresponds to sample 4, etc.

The key insight to our algorithm is that the IFFT performed in step 3 of the FFT-based synchronization algorithm is sparse in the time domain, i.e., it has only one spike and, hence, can be performed in sub-linear time. Further, a sub-linear time algorithm for computing the Sparse Inverse Fourier Transform would require a sub-linear number of samples as input; thus, there is no need to perform a full $n \log n$ FFT on the received GPS signal and obtain all of its $n$ frequency samples. Rather, we only need to compute the frequency samples that will be used to perform the Sparse Inverse Fourier Transform.

Below, we explain how we exploit these ideas to reduce the complexity of both the IFFT and FFT performed to synchronize the signal with the code. We then put these components together in a complete algorithm.

(a) Sparse Inverse Fourier Transform

We develop a simple algorithm to efficiently perform the IFFT step of GPS synchronization and quickly identify the spike of the correlation between the received signal and the CDMA code. To do so, our algorithm uses a sub-linear number of samples of the signal.

The Sparse Inverse Fourier Transform algorithm proceeds as follows. It first subsamples the frequency domain signal of size $n$ by a factor of $p$. It then computes the IFFT over these $n/p$ frequency samples. Recall that subsampling in the frequency domain is equivalent to aliasing in the time domain. Thus, the output of our IFFT step is an aliased version of the output in the original IFFT step shown in Figure 8-1. Aliasing here can be viewed as a form of hashing, where
the $n$ original outputs samples, i.e. time shifts, are hashed into $n/p$ buckets. Time shifts which are $n/p$ apart will be summed and hashed together in the same bucket at the output of our IFFT. Since there is only one correlation spike in the output of the IFFT, the magnitude of the bucket it hashes into will be significantly larger than that of other buckets where only noise samples hash to. Hence, the algorithm chooses the bucket with the largest magnitude among the $n/p$ buckets at the output of our IFFT.

Out of the $p$ time shifts that aliased (or hashed) into this chosen bucket, only one is the actual correlation spike. To identify the spike among these $p$ candidate shifts, the algorithm correlates the received signal with each of those $p$ shifts of the CDMA code. The shift that produces the maximum correlation is the right spike.

(b) Subsampled FFT

With the sparse IFFT step in place, the algorithm does not need the whole $n$-point FFT of the signal. Specifically, all the IFFT requires is a subsampled version of this signal. Thus, rather than taking a full $n$-point FFT, QuickSync aliases the received signal in the time domain before taking its FFT, as in Equation 8.3 (Said differently, QuickSync sums up blocks of size $n/p$ and then computes a smaller FFT of size $n/p$.) The output of this FFT, expressed in Equation 8.4, is exactly the samples we need at the input of the sparse IFFT, described above.

A subsampled input to the IFFT (as described in Section 8.3.3(a)) results in an output spike of smaller magnitude relative to the noise bed. To compensate for this loss, we alias $p \times n$ samples instead of $n$ into blocks of size $n/p$ before performing the FFT.

(c) Full Algorithm

The QuickSync algorithm proceeds in the following steps:

1. **Aliasing:** Alias $p \times n$ samples of the GPS signal into $B = n/p$ samples as described in Equation 8.3, where $p = \sqrt{\log n}$.

2. **Subsampled FFT:** Perform an FFT of size $n/p$ on the aliased time signal. This is effectively equivalent to performing an FFT of size $pn$ and subsampling the output by $p^2$ according to Equation 8.4.

3. **Multiplying with the code:** Subsample the FFT of the satellite CDMA code of length $n$ by $p$, and multiply the resulting samples by the $n/p$ samples at the output of step 2, above. Note that the algorithm can precompute the FFT of the CDMA code and store it in the frequency domain.

4. **Sparse Inverse Fourier Transform:** Perform an IFFT on the $n/p$ resulting samples. Since the input of this IFFT was subsampled, its output is aliased in the time domain. Specifically, each of the $n/p$ buckets at the output of this stage is effectively the sum of $p$ aliased time samples\(^7\) as described in Section 8.3.3(a).

\(^7\) Note that we only get $p$ candidate shifts (and not $p^2$) because the actual code is of size $n$; hence, all shifts mod $n$ are the same. Thus, although the total number of samples is $np$ and they are aliased into $n/p$ buckets, we only have $p$
5. **Find the unique solution:** Find the bucket with the maximum magnitude among the $n/p$ buckets. Then, check the correlation of each of the $p$ possible time shifts which are aliased into this bucket, and pick the shift that gives the maximum correlation. Checking the correlation can be done using only $n/p$ samples as per Lemma F.3.3; therefore, it takes a total of $p \times n/p = n$ to perform the correlation of the $p$ shifts and pick the one that maximizes the correlation.

(d) **Runtime**

The running time of the QuickSync algorithm may be computed as follows. Step 1 performs $np$ additions. Step 2 performs an FFT which takes $n/p \log(n/p)$. Step 3 performs $n/p$ multiplications. Step 4 takes $n/p \log(n/p)$ to perform the IFFT, and finally Step 5 performs $n$ operations to compute the correlations and find the solution. Thus, the complexity of QuickSync is $O(pn + (n/p) \log(n/p))$. To minimize this complexity, we set $p = \sqrt{\log n}$ which makes the overall running time of QuickSync $O(n\sqrt{\log n})$.

(e) **Scaling with the SNR**

If the signal is too weak, GPS receivers repeat the synchronization algorithm on subsequent signal samples and sum up the output to average out the noise [167]. This approach allows the receiver to scale the computation with the SNR of the signal. The approach can be applied independent of the algorithm; hence, we also adopt it for QuickSync. However, QuickSync operates on blocks of size $pn$ whereas the traditional FFT-based algorithm operates on blocks of size $n$. Both QuickSync and the traditional FFT-based algorithm compare the magnitude squared of the largest spike to the noise variance in the received signal. If the largest spike’s squared magnitude exceeds the noise variance by a desired margin, the algorithm terminates the search and declares the time shift corresponding to the largest spike as the correct alignment. Otherwise, the algorithm repeats the same process on the subsequent signal samples, and sums the new output with the previous one. Since the spike corresponding to the correct synchronization is at the same time shift in each run, it becomes more prominent. In contrast, noise spikes are random and hence they tend to average out when combining the output of multiple runs of the synchronization algorithm.

(f) **Linear Time Algorithm**

The algorithm described in Section 8.3.3(c) above can be made linear-time by modifying Step 1: instead of taking $pn$ samples, we take only $n$ samples and alias them into $n/p$ buckets, where $p = \log n$. The rest of the steps are unmodified. This reduces the complexity of Step 1 to $n$, and the total complexity of the algorithm to $O(n + (n/p) \log(n/p)) = O(n)$.

This linear-time algorithm has weaker guarantees than the above super-linear algorithm and may not always work at very low SNRs, as detailed in Section 8.4. One can try this algorithm first. If a spike is detected with the required margin, the algorithm terminates. Otherwise, one can fall back to the super-linear algorithm in Section 8.3.3(c).
8.4 Theoretical Guarantees

In this section, we analyze the performance of the baseline and QuickSync algorithms (both the linear and super-linear variants), under natural probabilistic assumptions about the input signal $x$. In particular, we show that both the baseline and the super-linear QuickSync are correct under the same asymptotic assumptions about the variance of the noise in the signal $x$. At the same time, the running time of our algorithm is equal to $O(pn + (n/p)\log(n/p))$, where $p$ is the number of blocks used. This improves over the baseline algorithm which has $O(n\log n)$ runtime as long as the term $pn$ is smaller than $(n/p)\log(n/p)$. In particular, by setting $p = \sqrt{\log n}$, we achieve the running time of $O(n\sqrt{\log n})$.

8.4.1 Assumptions

Recall that we use $c = c_0 \ldots c_{n-1}$ to denote the spreading code. We use $c^{(t)}$ to denote the code $c$ shifted by $t = 0 \ldots n-1$, i.e., $c_i^{(t)} = c_{t+i \mod n}$. We have that $x = c^{(t)} + g$ for some shift $t$, where $g$ denotes the noise vector. We make the following assumptions:

1. The coordinates $g_0 \ldots g_{n-1}$ of the noise vector $g$ are independent and identically distributed random variables that follow a normal distribution with zero mean and variance $\sigma$. That is, we assume additive white Gaussian noise (AWGN).

2. The coordinates $c_0 \ldots c_{n-1}$ of the spreading code $c$ are independent and identically distributed random variables with values in $\{-1, 1\}$, such that $\Pr[c_i = 1] = \Pr[c_i = -1] = 1/2$. This assumption models the fact that the CDMA code, $c$, is pseudorandom.

8.4.2 Combining Multiple Runs

As described in Section 8.3.3(e), both the baseline and our algorithm can sum the output of multiple runs to average out the noise and increase the probability of identifying the correct spike. The analysis of such multi-run scenario can be derived directly from a single run. Specifically, say the algorithm runs $L$ times and sum up the outputs of these $L$ runs. This is equivalent to reducing the noise variance to $\sigma' = \sigma/L$. Therefore, the $L$-run scenario can be analyzed by reducing it to the case of a single run, with variance divided by $L$.

8.4.3 Guarantees

Here, we walk the reader through the guarantees. The proofs of the guarantees can be found in Appendix F. We start by stating the sufficient condition for the baseline algorithm to work with probability approaching 1.

**Theorem 8.4.1.** Assume that $\sigma \leq c(n)n/\ln n$ for $c(n) = o(1)$. Then the baseline algorithm is correct with probability $1 - o(1)$.

The proof is in Appendix F.1. The above condition is also tight. Specifically,
Theorem 8.4.2. There exists a constant $c > 0$ such that for $\sigma \leq cn/\ln n$, the baseline algorithm is incorrect with probability $1 - o(1)$.

The proof is in Appendix F.2. We then proceed with the analysis of the two variants of the QuickSync algorithm. The first statement holds for the super-linear variant, and shows that the algorithm works with probability approaching 1 under the same condition as the baseline algorithm, while being faster.

Theorem 8.4.3. Assume that $\sigma \leq c(n)n/\ln n$ for $c(n) = o(1)$, and that $p = o(n^{1/6})$. Then, the QuickSync algorithm that aliases $p$ blocks of size $n$ into $n/p$ buckets is correct with probability $1 - o(1)$. The running time of the algorithm is $O(pn + (n/p)\log(n/p))$, which is $O(n\sqrt{\log n})$ for $p = \sqrt{\log n}$. Moreover, the algorithm performs only $O(n + (n/p)\log(n/p))$ multiplications, for any $p$.

Finally, we analyze the linear-time variant of the QuickSync algorithm.

Theorem 8.4.4. Assume that $\sigma \leq c(n)n/\ln n$ for $c(n) = o(1)$, and that $p = o(n^{1/6})$. Then, the QuickSync algorithm that aliases one block of $n$ samples into $n/p$ buckets is correct with probability $1 - o(1)$. The running time of the algorithm is $O(n + (n/p)\log(n/p))$, which is $O(n)$ for $p > \log n$.

The proof of the above two theorems can be found in Appendix F.3.

8.5 Doppler Shift & Frequency Offset

GPS satellites orbit the Earth at very high speeds. Consequently, the GPS signal arrives at the receiver with a Doppler shift. This shift is modeled as a frequency offset $f_d$ which is a function of the relative speed of the satellite (see Chapter 2 in [64] for exact calculations). Furthermore, the discrepancy between the RF oscillators of the GPS satellite and the GPS receiver induces a carrier frequency offset $\Delta f_c$. The total frequency offset $\Delta f = f_d + \Delta f_c$ typically ranges from -10 kHz to 10 kHz [167] and is modeled as a phase shift in the received samples. Formally, if $x$ and $\tilde{x}$ are respectively the signal without and with a frequency offset then:

$$\tilde{x}_t = x_t e^{j2\pi \Delta ft}, \quad (8.5)$$

where $t$ is time in seconds.

Like past synchronization algorithms, QuickSync must search and correct for the frequency offset in the received GPS signal in order for the correlation to spike at the correct code shift. However, since QuickSync processes $p \times n$ samples as opposed to $n$ samples in past algorithms(see Section 8.3), it needs to deal with larger phase shifts that accumulate over $pn$ samples. In order to overcome this limitation, QuickSync performs a finer grained frequency offset search, which introduces an overhead to the 2D search. This overhead, however, is amortized across all satellites in the GPS signal since correcting for this frequency offset is done on the received signal before it is multiplied by each satellite’s C/A code. In Section 8.7.2, we show that despite this overhead,
QuickSync still provides a significant reduction in the computational complexity of GPS synchronization. Furthermore, the frequency offset changes slowly (see Section 8.7.2); hence, the receiver can cache its value from recent GPS readings, and does not need to search for it for every GPS synchronization event.

8.6 Testing Environment

8.6.1 Data Collection

We test our algorithm on a data set consisting of 40 GPS signal traces captured from urban and suburban areas in US and Europe. The traces in US are collected using the SciGe GN3S Sampler v3 [45] shown in Figure 8-5(a). The GN3S is a form of software radio that collects raw complex GPS signal samples. We set the sampling rate of the GN3S to 4.092 MHz and its carrier frequency to 1575.42 MHz. The traces from Europe are collected using the USRP2 software radio [47] and the DBSRX2 daughterboard, which operates in the 1575.42 MHz range and is capable of powering up active GPS antennas [47]. The Europe traces are collected with a sampling frequency of 4 MHz. We also use a 3V magnetic mount active GPS antenna shown in Figure 8-5(b). These datasets allow us to test the performance of QuickSync in different geographical areas and for different GPS receiver hardware.

8.6.2 Baseline Algorithm

We compare our algorithm against a baseline that uses the traditional FFT-based synchronization [176]. The baseline algorithm operates on blocks of size $n$. If a spike is not detected after processing the first block, the algorithm repeats the computation on the next block, i.e., the next set of $n$ samples, and sums up the output of the IFFTs. The algorithm keeps processing more blocks until the magnitude of the peak crosses a certain threshold (as described in Section 8.7.1). Note that the algorithm must sum up the magnitudes of the output of the IFFTs rather than the actual complex values; otherwise, samples would combine incoherently due to the accumulated phase caused by the Doppler shift (see Section 8.5).
8.6.3 Implementation

We implement both QuickSync and the FFT-based algorithm in Matlab and run them on the collected GPS traces. Both algorithms use the FFTW [54] implementation internally to compute the Fourier transform (though the baseline computes an \( n \)-point transform while QuickSync computes an \( n/p \)-point transform).

8.6.4 Metrics

We use two metrics for comparing the algorithms: number of multiplications, and number of floating point operations (FLOPs). We mainly focus on the number of real multiplications executed until an algorithm finds the synchronization offset. This metric is particularly important for hardware-based GPS synchronization, where multiplications are significantly more expensive than additions [148], and serve as standard metric to estimate the complexity of a potential hardware implementation [30, 165].

Some GPS-enabled devices do not have a full fledged GPS receiver hardware to reduce cost and form factor [121]. They use a GPS radio to collect signal samples, but offload the synchronization algorithm to the main CPU of the device, where it is done in software. To evaluate QuickSync’s performance on software-based GPS receivers, we count the number of FLOPs executed by both QuickSync and the baseline. FLOPs is a standard metric used to evaluate software implementations of algorithms, including FFTW [54]. It includes both multiplications and additions.

We count the FLOPs using OProfile, a standard profiler for Linux systems [139]. We run the code in Matlab R2011b under Ubuntu 11.10 on a 64-bit machine with Intel i7 processor. We run OProfile from within Matlab in order to profile the part of the code executed by each algorithm, and get a more accurate estimate of the number of FLOPs. We program OProfile to log the counter INST_RETIRED (the number of executed floating point operations on the Intel i7 processor [139]).

8.7 Results

8.7.1 Setting the Synchronization Threshold

As explained in Section 8.3.3(e), both QuickSync and the FFT-based synchronization algorithm check that there is a sufficient margin between the detected maximum spike and the noise level, before accepting the spike as the one that identifies the correct alignment. Specifically, they check that the ratio of the spike’s magnitude squared to the noise variance exceeds a particular threshold. This threshold defines how large the spike has to be in comparison to the bed of noise to ensure enough confidence that the spike is not due to noise and is indeed due to the code matching. Hence, the threshold is a measure of the SNR of the spike and is not dependent on the data. In particular, if the GPS data is noisy as in an urban area, the algorithm will continue processing more data until the threshold is crossed (as discussed in Section 8.6). In contrast, if the GPS data is less noisy as in an open suburban area, the algorithm will terminate early on since the spike will cross the threshold after processing one or two blocks.
Figure 8-6: **Probability of Error Versus the Threshold.** The plot shows that the probability of error decreases sharply for both algorithms, and that a threshold of 90 for QuickSync and 100 for the baseline produce a zero error probability.

In this section, we aim to verify that there is such a threshold that works for all datasets. Thus, we perform the following experiment. We vary the threshold between a value of 1 and 200, and for each of those values, we run both algorithms on a subset of the GPS traces from both datasets. We define the probability of error as the ratio of runs that output a false positive (i.e., in which the algorithm terminates by returning an invalid shift) to the total number of runs at a given threshold.

Figure 8-6 plots the probability of errors versus the preset threshold. The plot shows that setting the threshold to 90 for QuickSync and 100 for the baseline produces a zero error probability. The baseline has a slightly higher error probability than QuickSync. This is because the baseline takes an $n$-point IFFT and, hence, has to ensure that none of the $n - 1$ noise spikes exceeds the correct spike that corresponds to the proper alignment. In contrast, QuickSync takes an $n/p$-point IFFT and hence has fewer noise spikes that have to be kept below the threshold.

The figure also shows that the used metric is stable, i.e.: (1) the metric is consistent across traces captured from two continents, and (2) the probability of error decreases monotonically as the threshold increases. This shows that the threshold is independent of the location of the GPS receiver.

In the experiments that follow, we set the thresholds to 90 and 100 for QuickSync and the baseline respectively. We also use a different set of traces from those used in testing for this threshold to ensure separation between testing and training.

### 8.7.2 Performance in Terms of Hardware Multiplications

We start by evaluating the performance gain of QuickSync over FFT-based synchronization in terms of the number of hardware multiplications. We run each of QuickSync and the FFT-based algorithm on both traces collected in US and Europe. We run the experiment 1000 times; each time taking a different subset of samples from these datasets. We compare the total number of multiplications required by each of the algorithms to synchronize with the signals of satellites present in the GPS traces. Figure 8-7 shows a CDF of the gain. The gain is calculated as the number of mul-
Figure 8-7: **Gain of QuickSync Over the FFT-based Algorithm in Number of Multiplications.** The two curves show the CDFs of the QuickSync’s gains for the US and Europe datasets. QuickSync achieves a median gain of around $2.2 \times$ and a maximum gain of $3.3 \times$.

Figure 8-8: **Number of Multiplications on a Per Satellite Basis for the Europe Trace.** The gain of QuickSync over the FFT-based algorithm varies among different satellites and ranges between $1.5 \times$ and $4 \times$.

tiplications needed by the FFT-based algorithm divided by the number of multiplications required by QuickSync. The figure shows that QuickSync always outperforms the FFT-based synchronization on both the US and EU traces with a median gain of $2.2 \times$. This means that QuickSync can save on average twice the number of hardware multiplications.

To better understand the performance of QuickSync we zoom in on the number of multiplications required by each algorithm for each of the satellites. Specifically, each point in the CDFs in Figure 8-7 corresponds to a full GPS reading with all satellites. However, because different satellites have different Doppler shifts and signal strengths, we expect the gains to vary from one satellite to another. Specifically, for each of the satellites detected in the Europe traces, and for each GPS reading, we measure the number of multiplications required by both algorithms to perform the synchronization. We repeat this experiment 1000 times on different subset of the samples and plot the average results in Figure 8-8.
Table 8.1: Variation in the Doppler Shift in the US Traces. For a given satellite, the Doppler shift of the received signal varies very little over a period of 2 hours and in an area of 2-mile diameter.

<table>
<thead>
<tr>
<th>Satellite Code:</th>
<th>9</th>
<th>12</th>
<th>14</th>
<th>15</th>
<th>18</th>
<th>21</th>
<th>22</th>
<th>25</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (Hz):</td>
<td>75</td>
<td>100</td>
<td>150</td>
<td>175</td>
<td>75</td>
<td>75</td>
<td>175</td>
<td>25</td>
<td>125</td>
</tr>
<tr>
<td>Max (Hz):</td>
<td>300</td>
<td>200</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>200</td>
<td>300</td>
<td>100</td>
<td>300</td>
</tr>
</tbody>
</table>

Figure 8-8 shows that each of the satellites, on average, requires less multiplications using QuickSync. However, the gains vary considerably among those satellites. For example, satellites 5 and 18 have an average gain of 4× whereas satellites 14 and 15 have an average gain of only 1.5×. Examining the Doppler shifts of these satellites we find that satellites 5 and 18 have Doppler shifts of 6000 Hz and 1000 Hz respectively while satellites 14 and 15 have Doppler shifts of 600 Hz and 6800 Hz. This shows that the latter require a finer grain Doppler search as explained in Section 8.5. However, because QuickSync is opportunistic, it first attempts to search at coarser grain shifts (the same as the baseline), but falls back to finer resolutions when it fails to detect a peak that passes the threshold. Even in such scenarios, however, it consistently outperforms the baseline as the figure shows.

In many scenarios, the receiver knows the Doppler shift a priori. The reason for this is that the Doppler shift varies only slightly between nearby locations and over a time period of about an hour. In order to test how much the Doppler shift varies, we measure the Doppler shift of satellite signals in the GPS traces captured at different locations within a 2-mile diameter geographical area over a period of 2 hours. For each of those satellites, we calculate the mean and the maximum variation in the Doppler shift of all those signals and record them in Table 8.1. The mean change is around 100 Hz and the maximum is 300 Hz. Accordingly, since GPS receivers are duty cycled, whenever the receiver wakes up, it may use the Doppler shift it calculated before going to sleep rather than performing an exhaustive search for it. Alternatively, assisted GPS receivers may download the measured Doppler shift from an adjacent base station [41]. In both of these situations, the GPS receiver can significantly reduce the overhead of searching for the right Doppler shift.

In order to measure the gains of QuickSync without the Doppler search, we repeat the first experiment but this time by providing each of the synchronization algorithms with the correct Doppler shift for each satellite. Figure 8-9 shows a CDF of QuickSync’s gain over the FFT-based algorithm in terms of number of multiplications over all the runs on both traces. For both traces, QuickSync achieves a median gain of 4.8×. This shows that QuickSync’s gains increase when the receiver caches the correct Doppler shift across readings. We note that some of the traces benefit from QuickSync much more than others; the reason is that these runs have higher SNRs such that QuickSync can synchronize to their signals using the linear-time algorithm without falling back to the super-linear variant.

8.7.3 Performance on software based GPS receivers

In this section, we test the performance of QuickSync on software based GPS receivers in terms of the number of floating point operations (FLOPs). We run QuickSync and the FFT-based algorithm
Figure 8-9: **Gain of QuickSync Over the FFT-based Algorithm When the Doppler Shift is Known.** The two curves show the CDFs of the gain in number of multiplications for both of our GPS traces. QuickSync achieves a median gain of $4.8 \times$.

Figure 8-10: **Gain of QuickSync Over the FFT-based Algorithm in FLOPs.** This metric illustrates the gains of QuickSync for a software based implementation. The CDFs show a median gain about $2.2 \times$ and a maximum gain of around $3.7 \times$.

on the US and Europe traces and use OProfile to count the number of FLOPs as described in Section 8.6. We run the experiment 1000 times with a different subset samples of the traces and calculate the gain as the ratio of the number of FLOPs required by the FFT-based algorithm to the number of FLOPs required by QuickSync. We do not assume in this experiment that the Doppler shift is known and we let both algorithms search for the right Doppler shift. Figure 8-10 shows a CDF of the gains. QuickSync achieves a median gain of $2 \times$ and $2.3 \times$ over the FFT-based algorithm for the US and Europe traces respectively. This shows that QuickSync can reduce the number of CPU computation on average by half in software based GPS receivers.


8.8 Related Work

FFT-based GPS synchronization was first proposed by Nee et al. [176] who showed that it reduces synchronization complexity from $O(n^2)$ to $O(n \log(n))$, where $n$ is the number of samples per C/A code. QuickSync builds on this technique and leverages the Sparse Fourier Transform to further reduce the synchronization complexity.

Our approach is related to past work on GPS block-averaging [128, 167], which sums up consecutive signal blocks before performing the FFT. QuickSync however differs from that work along two axes: First, on the algorithmic front, past work performs a full size FFT of $n$ points. One cannot simply replace this $n$-point FFT with the Sparse Inverse Fourier Transform because, as explained in Section 8.1, the output of the FFT is not sparse. In contrast, QuickSync introduces a design that can harness the Sparse Fourier Transform. This enables QuickSync to operate with a smaller FFT of size $n/p$, which provides faster synchronization. Second, past work on block-averaging focuses on weak GPS signals and does not provide an adaptive design that works for the whole range of GPS SNRs. Applying their approach to the whole SNR range can incur unnecessary overhead. This is because they average and pre-process many blocks independent of the SNR. As a result, these schemes increase the synchronization delay for scenarios in which only one (or a few) blocks are sufficient for detecting the spike. In contrast, our algorithm adaptively processes more data when the spike is too low for detection, and hence gracefully scales with the SNR of the received GPS signal.

Signal synchronization is a general problem that applies to other wireless technologies, e.g., WiFi and cellular. However, synchronization in these technologies is simpler because the noise level in the received signals is much lower than in GPS. For example, WiFi receivers can lock on the signal simply by detecting an increase in the received power [76]. This is not possible in GPS since the signal is received at 20 dB below the noise floor [144]. Cellular systems also operate at much higher SNRs than GPS, which allows them to synchronize with relatively low overhead [97].

QuickSync is also related to the general class of work on reducing GPS power consumption. The most common approach uses assisted-GPS [92, 150], which involves connecting to an assisted GPS server through a WiFi or cellular network. The server provides the GPS receiver with the GPS data decoded from each satellite signal, which allows the receiver to avoid decoding the GPS signal. The device can also offload GPS computations to the cloud after acquiring the GPS signal [50, 113, 136]. The latter approach, however, reduces the complexity of the device but still requires the device to transmit the GPS signal to the cellular tower (thus consuming transmission power and even bandwidth [50]). Other approaches for reducing GPS power consumption leverage WiFi, sensors, or the cellular signal to localize the receiver [24, 134, 170]. These schemes typically are less accurate than GPS and are more constrained in terms of where they can be deployed. Our work contributes to this effort by tackling the complexity of the GPS receiver itself.

8.9 Conclusion

This chapter presents the fastest synchronization algorithm for GPS receivers to date. The gains of the algorithm are also empirically demonstrated for software GPS implementations as well
as potential hardware architectures. Because synchronization consumes a significant amount of power, we expect the reduced complexity to decrease GPS power consumption. Further, we believe that the sparse synchronization algorithm we introduced has other applications in signal processing and pattern matching. We plan to explore those applications in future work.
Chapter 9

Light Field Reconstruction Using Continuous Fourier Sparsity

9.1 Introduction

Fourier analysis is a critical tool in rendering and computational photography. It tells us how to choose sampling rates, e.g., [42, 43, 75, 126], predict upper bounds on sharpness, e.g., [109, 110, 132], do fast calculations, e.g., [161], model wave optics, e.g., [65, 188], perform light field multiplexing [177], and do compressive sensing, e.g., [26]. In particular, the sparsity of natural spectra, such as those of light fields, makes it possible to reconstruct them from smaller sets of samples, e.g., [106, 177]. This sparsity derives naturally from the continuous Fourier transform, where continuous-valued depth in a scene translates to 2D subspaces in the Fourier domain. However, practical algorithms for reconstruction, including the Sparse Fourier Transform algorithms from Part I of this thesis, usually operate on the Discrete Fourier Transform (DFT). Unfortunately, little attention is usually paid to the impact of going from the continuous Fourier domain to the discrete one, and it is often assumed that the sparsity derived from continuous principles holds for discrete sampling and computation. In this chapter, we make the critical observation that much of the sparsity in continuous spectra is lost in the discrete domain, and that this loss of sparsity can severely limit reconstruction quality. We propose a new approach to reconstruction that recovers a discrete signal by optimizing for sparsity in the continuous domain. We first describe our approach in general terms, then demonstrate its application in the context of 4D light field acquisition and reconstruction, where we show that it enables high-quality reconstruction of dense light fields from fewer samples without requiring extra priors or assumptions such as Lambertian scenes.

The difference between continuous and discrete sparsity is due to the windowing effect. Sampling a signal, such as a light field, inside some finite window is analogous to multiplying that signal by a box function. In the frequency domain, this multiplication becomes convolution by an infinite sinc. If the nonzero frequencies of the spectrum are not perfectly aligned with the resulting discretization of the frequency domain (and therefore the zero crossings of the sinc), this convolution destroys much of the sparsity that existed in the continuous domain. This effect is shown in Figure 9-1(a) which plots a 2D angular slice of the 4D light field spectrum of the Stanford crystal
Figure 9-1: **Sparsity in the Discrete vs. Continuous Fourier Domain, and Our Reconstruction Results:** (a) The discrete Fourier transform (top) of a particular 2D angular slice $\omega_u, \omega_v$ of the crystal ball’s light field, and its reconstructed continuous version (bottom). (b) A grid showing the original images from the Stanford light field archive. The images used by our algorithm are highlighted (courtesy of [163]); (c) and (d) Two examples of reconstructed viewpoints showing successful reconstruction of this highly non-Lambertian scene which exhibits caustics, specularities, and nonlinear parallax. The uv locations of (c) and (d) are shown as blue and green boxes in (b).

In practice, natural spectra, including those of light fields, are never so conveniently aligned, and this loss of sparsity is always observed.

We introduce an approach to recover the sparsity of the original continuous spectrum based on nonlinear gradient descent. Starting with some initial approximation of the spectrum, we optimize for sparsity in the continuous frequency domain through careful modeling of the projection of continuous sparse spectra into the discrete domain. The output of this process is an approximation of the continuous spectrum. In the case of a light field, this approximation can be used to reconstruct high quality views that were never captured and even extrapolate to new images outside the aperture of recorded samples.

Our approach effectively reduces the sampling requirements of 4D light fields by recovering the sparsity of the original continuous spectrum. We show that it enables the reconstruction of full 4D light fields from only a 1D trajectory of viewpoints, which could greatly simplify light field capture. We demonstrate a prototype of our algorithm on multiple datasets to show that it is able to accurately reconstruct even highly non-Lambertian scenes. Figures 9-1(b), 9-1(c), and 9-1(d) show our reconstruction of a highly non-Lambertian scene and the 1D trajectory of viewpoints used by our implementation.

We believe that our observations on continuous versus discrete sparsity and careful handling of sampling effects when going from a sparse continuous Fourier transform into the discrete Fourier domain can also have important applications for computational photography beyond light field reconstruction as well as other areas like medical imaging as we will see in Chapter 10.
9.2 Related work

Light field capture is challenging because of the 4D nature of light fields and the high sampling rate they require. Capture can be done with a micro lens array at the cost of spatial resolution, e.g. [4, 55, 133], using robotic gantries [111], using camera arrays [179], or with a handheld camera moved over time around the scene [23, 37, 66]. All these solutions require extra hardware or time, which has motivated the development of techniques that can reconstruct dense light fields from fewer samples.

[106, 108] argue that the fundamental differences between reconstruction strategies can be seen as a difference in prior assumptions made about the light field. Such priors usually assume a particular structure of sparsity in the frequency domain.

Perhaps the most common prior on light fields assumes that a captured scene is made up of Lambertian objects at known depths. Conditioning on depth, the energy corresponding to a Lambertian surface is restricted to a plane in the frequency domain. Intuitively, this means that given a single image and its corresponding depth map we could reconstruct all 4 dimensions of the light field (as is done in many image based rendering techniques). The problems with this approach are that the Lambertian assumption does not always hold and that depth estimation usually involves fragile nonlinear inference that depends on angular information, meaning that sampling requirements are not reduced to 2D in practice. However, paired with a coded aperture [107, 177] or plenoptic camera [18], this prior can be used to recover superresolution for Lambertian scenes in the spatial or angular domain.

Levin and Durand [106] use a Lambertian prior, but do not assume that depth is known. This corresponds to a prior that puts energy in a 3D subspace of the light field spectrum, and reduces reconstruction to a linear inference problem. As a result they require only 3 dimensions of sampling, typically in the form of a focal stack. Like our example application, their technique can also reconstruct a light field from a 1D set of viewpoints. However, they still rely on the Lambertian assumption and the views they reconstruct are limited to the aperture of input views. In contrast, we show how our approach can be used to synthesize higher quality views both inside and outside the convex hull of input images without making the Lambertian assumption. For a comparison, see Section 9.7.

The work of [118] assumes a different kind of structure to the sparsity of light fields. This structure is learned from training data. Specifically, they use sparse coding techniques to learn a dictionary of basis vectors for representing light fields. The dictionary is chosen so that training light fields may be represented as sparse vectors. Their underlying assumption is that new light fields will have similar structure to those in their training data.

9.3 Sparsity in the Discrete vs. Continuous Fourier Domain

In this section, we show how the discretization of a signal that is sparse in the continuous Fourier domain results in a loss of sparsity. We then give an overview of our approach for recovering sparse continuous spectra. In subsequent sections, we will describe in detail one application of this theory, namely, reconstructing full 4 dimensional light fields from a few 1D viewpoint segments. We will
also show results of this application on real light field data.

A signal $x(t)$ of length $N$ is $k$-sparse in the continuous Fourier domain if it can be represented as a combination of $k$ non-zero continuous frequency coefficients:

$$x(t) = \frac{1}{N} \sum_{i=0}^{k} a_i \exp \left( \frac{2\pi j t \omega_i}{N} \right)$$

(9.1)

where $\{\omega_i\}_{i=0}^{k}$ are the continuous positions of frequencies (i.e., each $\omega_i$ is not necessarily an integer), and $\{a_i\}_{i=0}^{k}$ are the coefficients or values corresponding to these frequencies. The same signal is sparse in the discrete Fourier domain only if all of the $\omega_i$’s happen to be integers. In this case, the output of its $N$-point DFT has only $k$ non-zero coefficients. Consequently, any signal that is $k$-sparse in the discrete Fourier domain is also $k$-sparse in the continuous Fourier domain; however, as we will show next, a signal that is sparse in the continuous Fourier domain is not necessarily sparse in the discrete Fourier domain.

### 9.3.1 The Windowing Effect

The windowing effect is a general phenomenon that occurs when one computes the discrete Fourier transform (DFT) of a signal using a finite window of samples. Since it is not limited to the light field, we will explain the concept using one-dimensional signals. It naturally extends to higher dimensions.

Consider computing the discrete Fourier transform of a time signal $y(t)$. To do so, we would sample the signal over a time window $[-A, A]$, then compute the DFT of the samples. Since the samples come from a limited window, it is as if we multiplied the original signal $y(t)$ by a box function that is zero everywhere outside of this acquisition window. Multiplication in the time domain translates into convolution in the Fourier domain. Since acquisition multiplies the signal by a box, the resulting DFT returns the spectrum of the original signal $y(t)$ convolved with a sinc function.

Convolution with a sinc, in most cases, significantly reduces the sparsity of the original signal. To see how, consider a simple example where the signal $y(t)$ is one sinusoid, i.e., $y(t) = \exp(-2 j \pi \tilde{\omega} t)$. The frequency domain of this signal has a single impulse at $\tilde{\omega}$. Say we sample the signal over a window $[-\frac{A}{2}, \frac{A}{2}]$, and take its DFT. The spectrum will be convolved with a sinc, as explained above. The DFT will discretize this spectrum to the DFT grid points located at integer multiples of $\frac{1}{A}$. Because a sinc function of width $\frac{1}{A}$ has zero crossings at multiples of $\frac{1}{A}$, (as can be seen in Figure 9-2(a)), if $\tilde{\omega}$ is an integer multiple of $\frac{1}{A}$ then the grid points of the DFT will lie on the zeros of the sinc(·) function and we will get a single spike in the output of the DFT. However, if $\tilde{\omega}$ is not an integer multiple of $\frac{1}{A}$, then the output of the DFT will have a sinc tail as shown in Figure 9-2(b).

Like most natural signals, the sparsity of natural light fields is not generally aligned with any sampling grid. Thus, the windowing effect is almost always observed in the DFT of light fields along spatial and angular dimensions. Consider the effect of windowing in the angular domain (which tends to be more limited in the number of samples, and consequently exhibits a stronger windowing effect). Light fields are sampled within a limited 2D window of uv coordinates. As
Figure 9-2: **The Windowing Effect:** Limiting samples to an aperture $A$ is equivalent to convolving the spectrum with a sinc function. (a) If a frequency spike lies on a DFT grid point then the sinc disappears when it is discretized, and the original sparsity of the spectrum is preserved. (b) If the frequency spike is not on the DFT grid, once we discretize we get a sinc tail and the spectrum is no longer as sparse as in the continuous domain.

As can be seen in the figure, the slice shows a sparse number of peaks but these peaks exhibit tails that decay very slowly. These tails ruin sparsity and make reconstruction more difficult. We propose an approach to light field reconstruction that removes the windowing effect by optimizing for sparsity in the continuous spectrum. Figure 9-3(b) shows a continuous Fourier transform of the same crystal ball slice, recovered using our approach. Note that the peak tails caused by windowing have been removed and the underlying sparsity of light fields has been recovered.

### 9.3.2 Recovering the Sparse Continuous Fourier Spectrum

From sparse recovery theory we know that signals with sparse Fourier spectra can be reconstructed from a number of time samples proportional to sparsity in the Fourier domain. Most practical sparse recovery algorithms work in the discrete Fourier domain. However, as described above, the non-zero frequency coefficients of most light fields are not integers. As a result, the windowing effect ruins sparsity in the discrete Fourier domain and can cause existing sparse recovery algorithms to
Recall our model in Equation 9.1 of a signal that is sparse in the continuous Fourier domain. Given a set of discrete time samples of $x(t)$, our goal is to recover the unknown positions $\{\omega_i\}_{i=0}^{k}$ and values $\{a_i\}_{i=0}^{k}$ of the non-zero frequency coefficients. From Equation 9.1, we see that this problem is linear in the values $\{a_i\}_{i=0}^{k}$ and non-linear in the positions $\{\omega_i\}_{i=0}^{k}$ of the non-zero coefficients. Thus, to recover the values and positions, we use a combination of a linear and non-linear solver.

**Recovering coefficient values $\{a_i\}_{i=0}^{k}$:** If we know the positions of non-zero coefficients (i.e. each $\omega_i$) then Equation 9.1 becomes a system of linear equations with unknowns $\{a_i\}_{i=0}^{k}$, and given $> k$ discrete samples of $x(t)$, we can form an over-determined system allowing us to solve for each $a_i$.

**Recovering continuous positions $\{\omega_i\}_{i=0}^{k}$:** We use nonlinear gradient descent to find the continuous positions $\{\omega_i\}_{i=0}^{k}$ that minimize the square error between observed discrete samples of $x(t)$ and the reconstruction of these samples given by our current coefficient positions and values. Thus,
the error function we wish to minimize can be written as

\[ e = \sum_{t} \left\| x(t) - \frac{1}{N} \sum_{i=0}^{k} \tilde{a}_i \exp \left( \frac{2\pi j t \tilde{o}_i}{N} \right) \right\|^2 \]  

(9.2)

where \( \tilde{a}_i \) and \( \tilde{o}_i \) are our estimates of \( a_i \) and \( \omega_i \) and the above summation is taken over all the observed discrete samples.

As with any gradient descent algorithm, in practice, we begin with some initial guess of discrete integer positions \( \{ \omega_i^{(0)} \}_{i=0}^{k} \). We use the discrete sparse Fourier transform algorithm described in Section 9.5.2 for our initialization. From this initial guess, we use gradient descent on \( \{ \omega_i \}_{i=0}^{k} \) to minimize our error function. In practice, the gradient is approximated using finite differences. In other words, we calculate error for perturbed peak locations \( \{ \omega_i^{(j)} + \delta_i \} \) and update our \( \{ \omega_i^{(j+1)} \} \) with the \( \epsilon_i \) that result in the smallest error. We keep updating until the error converges.

Once we have recovered both \( a_i \) and \( \omega_i \), we can reconstruct the signal \( x(t) \) for any sample \( t \) using Equation 9.1.

### 9.4 Light Field Notation

A 4D light field \( L(x, y, u, v) \) characterizes the light rays between two parallel planes: the uv camera plane and the xy image plane, which we refer to as angular and spatial dimensions respectively. Each \( (u, v) \) coordinate corresponds to the location of the viewpoint of a camera and each \( (x, y) \) coordinate corresponds to a pixel location. \( \hat{L}(\omega_x, \omega_y, \omega_u, \omega_v) \) characterizes the 4D spectrum of this light field. We will use \( \hat{L}_{\omega_x, \omega_y}(\omega_u, \omega_v) \) to denote a 2D angular slice of this 4D spectrum for fixed spatial frequencies \( (\omega_x, \omega_y) \). Similarly, \( L_{u,v}(x, y) \) denotes the 2D image captured by a camera with its center of projection at location \( (u, v) \). Table 9.1 presents a list of terms used throughout this chapter.

### 9.5 Light Field Reconstruction Algorithm

To demonstrate the power of sparse recovery in the continuous Fourier domain, we show how it can be used to reconstruct light fields from 1D viewpoint trajectories. We choose to work with 1D trajectories because it simplifies the initialization of our gradient descent. However, the continuous Fourier recovery described in the previous section is general and does not require this assumption.

In this section, we describe the Sparse Fourier Transform used for our initialization as well as our sparse continuous Fourier recovery. The reconstruction algorithm described in this section is shown in Algorithm 9.4.1. The initialization is given by the SPARSEDISCRETERECOVERY procedure shown in Algorithm 9.5.1 and the continuous recovery is given by the SPARSECONTINUOUSRECOVERY procedure shown in Algorithm 9.5.2.
### Table 9.1: Light Field Notation

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u, v$</td>
<td>Angular/camera plane coordinates</td>
</tr>
<tr>
<td>$x, y$</td>
<td>Spatial plane coordinates</td>
</tr>
<tr>
<td>$\omega_u, \omega_v$</td>
<td>Angular frequencies</td>
</tr>
<tr>
<td>$\omega_x, \omega_y$</td>
<td>Spatial frequencies</td>
</tr>
<tr>
<td>$L(x, y, u, v)$</td>
<td>4D light field kernel</td>
</tr>
<tr>
<td>$\hat{L}(\omega_x, \omega_y, \omega_u, \omega_v)$</td>
<td>4D light spectrum</td>
</tr>
<tr>
<td>$\hat{L}_{\omega_x, \omega_y}(\omega_u, \omega_v)$</td>
<td>A 2D angular slice of the 4D light spectrum</td>
</tr>
<tr>
<td>$\hat{L}_{\omega_x, \omega_y}(u, v)$</td>
<td>A 2D slice for fixed spatial frequencies</td>
</tr>
<tr>
<td>$X$</td>
<td>2D slice $= \hat{L}_{\omega_x, \omega_y}(u, v)$</td>
</tr>
<tr>
<td>$S$</td>
<td>Set of samples $(u, v)$</td>
</tr>
<tr>
<td>$X_{</td>
<td>S}$</td>
</tr>
<tr>
<td>$x_{</td>
<td>S}$</td>
</tr>
<tr>
<td>$P$</td>
<td>Set of frequency positions $(\omega_u, \omega_v)$</td>
</tr>
<tr>
<td>$\hat{x}_P$</td>
<td>$1 \times</td>
</tr>
<tr>
<td>$F$</td>
<td>Set of positions and coefficients $(\omega_u, \omega_v, \alpha)$</td>
</tr>
<tr>
<td>$[N]$</td>
<td>The set ${0, 1, \ldots, N - 1}$</td>
</tr>
<tr>
<td>$y$</td>
<td>1D signal or line segment</td>
</tr>
<tr>
<td>$M \times M$</td>
<td>Number of image pixels in spatial domain</td>
</tr>
<tr>
<td>$N \times N$</td>
<td>Number of camera locations</td>
</tr>
</tbody>
</table>

```plaintext

procedure SparseLightField($L_{|S}$)

$\hat{L}_{u, v}(\omega_x, \omega_y) = \text{FFT}(L_{u, v}(x, y))$ for $u, v \in S$

for $\omega_x, \omega_y \in [M]$ do

$\hat{L}_{\omega_x, \omega_y}(\omega_u, \omega_v) = \text{2DSPARSEFFT}(\hat{L}_{\omega_x, \omega_y}(u, v)_{|S})$

$L(x, y, u, v) = \text{IFFT}(\hat{L}(\omega_x, \omega_y, \omega_u, \omega_v))$

return $L$

procedure 2DSPARSEFFT($X_{|S}$)

$P = \text{SparseDiscreteRecovery}(X_{|S})$

$F, e = \text{SparseContinuousRecovery}(X_{|S}, P)$

$X(u, v) = \sum_F a \cdot \exp\left(2j\pi \frac{u\omega_u + v\omega_v}{N}\right)$ for $u, v \in [N]$

$\hat{X} = \text{FFT}(X)$

return $\hat{X}$

9.4.1: Light Field Reconstruction Algorithm
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Figure 9-4: **Light Field Sampling Patterns:** Our algorithm samples the \((u, v)\) angular domain along discrete lines. (a) Box and 2 diagonals (b) Box and 2 lines with slopes \(= \pm 2\). Note that in this case the discrete line wraps around.

### 9.5.1 Input

Our input is restricted to 1D viewpoint trajectories that consist of discrete lines. A discrete line in the angular domain is defined by the set of \((u, v)\) points such that:

\[
\begin{align*}
  u &= \alpha_u t + \tau_u \mod N, \quad \text{for } t \in [N] \\
  v &= \alpha_v t + \tau_v \mod N
\end{align*}
\]

where \(0 \leq \alpha_u, \alpha_v, \tau_u, \tau_v < N\) and \(\text{GCD}(\alpha_u, \alpha_v) = 1\) (9.3)

This lets us use the Fourier projection-slice theorem to recover a sparse discrete spectrum, which we use to initialize our gradient descent. Figure 9-4 shows the specific sampling patterns used in our experiments.

For a light field \(L(x, y, u, v)\), our algorithm operates in the intermediate domain, \(\hat{L}_{\omega_x, \omega_y}(u, v)\), which describes spatial frequencies as a function of viewpoint. We start by taking the 2D DFT of each input image, which gives us the spatial frequencies \((\omega_x, \omega_y)\) at a set of viewpoints \(S\) consisting of our 1D input lines. We call this set of known samples \(\hat{L}_{\omega_x, \omega_y}(u, v)\)|\(S\). Our task is to recover the 2D angular spectrum \(\hat{L}_{\omega_x, \omega_y}(u, \omega_y)\) for each spatial frequency \((\omega_x, \omega_y)\) from the known samples \(\hat{L}_{\omega_x, \omega_y}(u, v)\)|\(S\). For generality and parallelism we do this at each spatial frequency independently, but one could possibly use a prior on the relationship between different \((\omega_x, \omega_y)\) to improve our current implementation.

### 9.5.2 Initialization

The goal of our initialization is to calculate some initial guess for the positions \(\{\omega_{z(i)}^{(0)}\}_{i=0}^{k}\) of our non-zero frequency coefficients. We do this using a Sparse Fourier Transform algorithm that leverages the Fourier projection-slice theorem in a voting scheme similar to a Hough transform. By the projection-slice theorem, taking the DFT of an input discrete line gives us the projection of our light field spectrum onto the line. Each projection gives the sum of several coefficients in our spectrum. Different projections provide us with different sums, and each sum above a given threshold votes for the discrete positions of coefficients that it sums similar to the voting scheme described in Chapter 3. The Sparse Fourier Transform algorithm then selects the discrete positions that receive
Figure 9-5: **Discrete Fourier Projections:** Computing the DFT of a discrete line of a 2D signal is equivalent to projecting the 2D spectrum onto the line. The top row of figures shows the sampled lines and the bottom row of figures shows how the spectrum is projected. Frequencies of the same color are projected onto the same point. (a) row projection (b) column projection (c) diagonal projection (d) line with slope = 2.

a vote from every input projection and returns these as its initial guess. We refer to this algorithm as **DiscreteSparseRecovery** and it is shown in Algorithm 9.5.1.

**Computing Projections**

To simplify our discussion of slices, we will use $X$ to denote the 2D slice $\hat{L}_{\omega_x, \omega_y}(u, v)$ in our intermediate domain and $\hat{X}$ to denote its DFT, $\hat{L}_{\omega_x, \omega_y}(\omega_u, \omega_v)$. Thus, our input is given by a subset of sample slices $X|_S$, where the set $S$ gives the coordinates of our input samples ($(u, v)$ viewpoint positions).

For each slice $X$ in our input $X|_S$, the views in $X$ lie on a discrete line. We perform a 1D DFT for each of these discrete lines, which yields the projection of our 2D spectrum onto a corresponding line in the Fourier domain. Specifically, let $y$ be the 1D discrete line corresponding to a 2D slice $X$, (parameterized by $t \in [N]$)

$$y(t) = X(\alpha_u t + \tau_u \mod N, \alpha_v t + \tau_v \mod N)$$

where $0 \leq \alpha_u, \alpha_v, \tau_u, \tau_v < N$ and $\text{GCD}(\alpha_u, \alpha_v) = 1$.

Then, $\hat{y}$, the DFT of $y$, is a projection of $\hat{X}$ onto this line. That is, each point in $\hat{y}$ is a summation of the $N$ frequencies that lie on a discrete line orthogonal to $y$, as shown in Figure 9-5. Specifically, the frequencies $(\omega_u, \omega_v)$ that satisfy $\alpha_u \omega_u + \alpha_v \omega_v = \omega \mod N$ project together onto $\hat{y}(\omega)$ (recall that discrete lines may ‘wrap around’ the input window).
Figure 9-6: **Voting Based Frequency Estimation:** Two examples of the voting approach used to recover the discrete positions of the large frequencies from projections on discrete lines. The 2D spectrum is projected on a row, a column and a diagonal. Each large projection votes for the frequencies that map to it. Using only projections on a row and column, many frequencies get two votes. By adding a 3rd projection on the diagonal, only the large frequencies get 3 votes. (a) Frequencies (5,5), (5,9), and (9,5) are large and only they get 3 votes. (b) Some frequencies on the diagonal are large and only these frequencies get 3 votes.

**Voting**

To recover the discrete positions of the nonzero frequency coefficients, we use a voting approach. For each line projection, the projected sums which are above some threshold vote for the frequencies that map to them (similar to a Hough transform). Since the spectrum is sparse, most projected values are very small and only the coefficients of large frequencies receive votes from every line projection. Thus, by selecting frequencies that receive votes from every projection, we get an estimate of the discrete positions of nonzero coefficients.

To better illustrate how voting works, consider the simple example shown in Figure 9-6(a). The 2D spectrum has only 3 large frequencies at (5, 5), (5, 9) and (9, 5). When we project along the rows of our grid the 5th and 9th entry of the projection will be large and this projection will vote for all frequencies in the 5th and 9th columns. Similarly, when we project along columns the projection will vote for all frequencies in the 5th and 9th rows. At this point, frequencies (5, 5), (5, 9), (9, 5), (9, 9) have two votes. However, when we project on the diagonal, frequency (9, 9) will not get a vote. After 3 projections only the 3 correct frequencies get 3 votes. Another example is shown in Figure 9-6(b).

### 9.5.3 Optimization in the Continuous Fourier Domain

Recall from Section 9.3.2 that our optimization takes the initial positions \( \{ \omega_i^{(0)} \}_{i=0}^k \) and a subset of discrete samples as input. With both provided by the input and initialization, we now minimize the error function of our reconstruction using the gradient descent approach outlined in Section 9.3.2. This optimization is shown in Algorithm 9.5.2.
**procedure** SPARSEDISCRETERECOVERY($X_{|S}$)

\[
\hat{y}_1 = \text{PROJECTLINE}(X_{|S}, 0, 1, 0, 0) \\
\hat{y}_2 = \text{PROJECTLINE}(X_{|S}, 1, 0, 0, 0) \\
\hat{y}_3 = \text{PROJECTLINE}(X_{|S}, 1, 1, 0, 0) \\
\hat{y}_4 = \text{PROJECTLINE}(X_{|S}, 0, 1, N - 1, 0) \\
\hat{y}_5 = \text{PROJECTLINE}(X_{|S}, 1, 0, 0, N - 1) \\
\hat{y}_6 = \text{PROJECTLINE}(X_{|S}, 1, -1, 0, N - 1) \\
P = \text{RECOVERPOSITIONS}(\hat{y}_1, \hat{y}_2, \hat{y}_3, \hat{y}_4, \hat{y}_5, \hat{y}_6) \\
\text{return } P
\]

**procedure** PROJECTLINE($X_{|S}, \alpha_u, \alpha_v, \tau_u, \tau_v$)

\[
y(i) = X(i\alpha_u + \tau_u, i\alpha_v + \tau_v) \text{ for } i \in [N] \\
\tilde{y} = \text{FFT}(y) \\
\text{return } \tilde{y}
\]

**procedure** RECOVERPOSITIONS($\hat{y}_1, \hat{y}_2, \hat{y}_3, \hat{y}_4, \hat{y}_5, \hat{y}_6$)

\[
V_1 = \text{VOTE}(\hat{y}_1, 0, 1, 0, 0, \theta) \\
V_2 = \text{VOTE}(\hat{y}_2, 1, 0, 0, 0, \theta) \\
V_3 = \text{VOTE}(\hat{y}_3, 1, 1, 0, 0, \theta) \\
V_4 = \text{VOTE}(\hat{y}_4, 0, 1, N - 1, 0, \theta) \\
V_5 = \text{VOTE}(\hat{y}_5, 1, 0, 0, N - 1, \theta) \\
V_6 = \text{VOTE}(\hat{y}_6, 1, -1, 0, N - 1, \theta) \\
P = V_1 \cap V_2 \cap V_3 \cap V_4 \cap V_5 \cap V_6 \\
\text{return } P
\]

**procedure** VOTE($\tilde{y}, \alpha_u, \alpha_v, \theta$)

\[
I = \{i : ||\tilde{y}(i)|| > \theta\} \\
V = \{(\omega_u, \omega_v) : \alpha_u\omega_u + \alpha_v\omega_v = i \text{ where } i \in I\} \\
\text{return } V
\]

9.5.1: Sparse Discrete Fourier Recovery Algorithm
Recovering Frequency Coefficients

As we discussed in Section 9.3.2, when we fix the coefficient positions \( \{\omega_i^{(0)}\}_{i=0}^{k} \), Equation 9.1 becomes linear in the coefficient values \( \{a_i\}_{i=0}^{k} \). To solve for the full light field spectrum at each iteration of our gradient descent we express each of our known discrete input samples as a linear combination of the complex exponentials given by our current choice of \( \{\omega_i\}_{i=0}^{k} \).

With the appropriate system of linear equations we can solve for the coefficient values that minimize the error function described in Equation 9.2. To construct our system of linear equations, we concatenate the discrete input \((u, v)\) samples from \(X|S\) into an \(|S| \times 1\) vector which we denote as \(x_S\). Given the set \(P\) of frequency positions we let \(\hat{x}_P\) be the \(|P| \times 1\) vector of the frequency coefficients we want to recover (with each coefficient in \(\hat{x}_P\) corresponding to a frequency position in \(P\)). Finally, let \(A_P\) be a matrix of \(|S| \times |P|\) entries. Each row of \(A_P\) corresponds to a \((u, v)\) sample, each column corresponds to an \((\omega_u, \omega_v)\) frequency, and the value of each entry is given by a complex exponential:

\[
A_P((u, v), (\omega_u, \omega_v)) = \exp\left(2\pi j \frac{u\omega_u + v\omega_v}{N}\right) \tag{9.5}
\]

Now our system of linear equations becomes:

\[
x_S = A_P \hat{x}_P \tag{9.6}
\]

We then use the the pseudo-inverse of \(A_P\) to calculate the vector \(\hat{x}_P^*\) of coefficient values that minimize our error function:

\[
\hat{x}_P^* = A_P^{\dagger} x_S \tag{9.7}
\]

The above is given by the procedure RECOVERCOEFFICIENTS shown in Algorithm 9.5.2.

Gradient Descent

Recall from Section 9.3.2 that our gradient descent algorithm minimizes the error function, which we can now rewrite as:

\[
\text{minimize } e(P) = \|x_S - A_P A_P^{\dagger} x_S\|^2 \tag{9.8}
\]

In the above equation, the frequency positions in the list \(P\) are continuous, but the input samples \(x_S\) that we use to compute our error are discrete. Thus, our optimization minimizes error in the discrete reconstruction of our light field by finding optimal continuous frequency positions.

In our gradient descent, each iteration of the algorithm updates the list of frequency positions \(P\). For each recovered frequency position in \(P\), we fix all other frequencies and shift the position of this frequency by a small fractional step \(\delta \ll 1\). We shift it in all 8 directions as shown in Figure 9-7 and compute the new error \(e(P)\) given the new position. We then pick the direction that best minimizes the error \(e(P)\) and change the position of the frequency in that direction. If none of

\[\text{Note that we did not specify the threshold used to determine a 'vote' in our initialization. Rather than using a fixed threshold, we choose the smallest threshold such that the system of equations from Equation 9.6 becomes well determined.}\]
Our gradient descent ensures that from iteration \( i \) to iteration \( (i + 1) \), we always reduce error, i.e., \( e(P^{(i+1)}) < e(P^{(i)}) \). The algorithm keeps iterating over the frequencies until the error \( e(P) \) falls below a minimum acceptable error \( \epsilon \). Once we have a final list of continuous frequency positions, we can recover their coefficients using Equation 9.7. The above gradient descent is given by the procedure GRADIENTSEARCH shown in Algorithm 9.5.2.

### 9.5.4 Reconstructing the Viewpoints

As explained in Section 9.3.2, once we have the continuous positions and values of our non-zero frequency coefficients, we can reconstruct the missing viewpoints by expressing Equation 9.1 in terms of our data:

\[
L_{\omega_u,\omega_v}(u, v) = \sum_{(a,\omega_u,\omega_v) \in F} a \cdot \frac{1}{N} \exp \left( 2j\pi \frac{u\omega_u + v\omega_v}{N} \right). \tag{9.9}
\]

By setting \((u, v)\) to the missing viewpoints, we are able to reconstruct the full light fields. Figure 9-8 shows a flow chart of the entire reconstruction.

Note that the above equation lets us reconstruct any \((u, v)\) position. We can interpolate between input views and even extend our reconstruction to images that are outside the convex hull of our input. This would not be possible if our sparse coefficients were limited to the discrete Fourier domain, since the above equation would be periodic modulo \(N\). This would create a wrapping effect, and attempting to reconstruct views outside the span of our input would simply replicate views inside the span of our input. In other words, the discrete spectrum assumes that our signal repeats itself outside of the sampling window, but by recovering the continuous spectrum we can relax this assumption and extend our reconstruction to new views.
procedure SparseContinuousRecovery($X_{|S|}, P$)
  \( F^{(0)}, e^{(0)} = \text{RECOVERCOEFFICIENT}(X_{|S|}, P) \)
  \( i = 0 \)
  \( \textbf{while } e > \epsilon \textbf{ do} \)
  \( F^{(i+1)}, e^{(i+1)} = \text{GRADIENTSEARCH}(X_{|S|}, F^{(i)}, e^{(i)}) \)
  \( i += \) \( + \)
  \( \text{return } F^{(i)}, e^{(i)} \)

procedure GradientSearch($X_{|S|}, F, e$)
  \( P = \{(\omega_u, \omega_v) : (a, \omega_u, \omega_v) \in F\} \)
  for \( (\omega_u, \omega_v) \in P \) do
    \( (\Delta u, \Delta v) = \text{GETGRADIENT}(X_{|S|}, P, e, \omega_u, \omega_v) \)
    \( (\omega_u, \omega_v) = (\omega_u, \omega_v) + (\delta \Delta u, \delta \Delta v) \)
    \( F', e' = \text{RECOVERCOEFFICIENT}(X_{|S|}, P') \)
    \( \text{return } F', e' \)

procedure GetGradient($X_{|S|}, P, e, \omega_u, \omega_v$)
  \( \Delta = \{-1,-1\}, \{-1,0\}, \{-1,1\}, \{0,-1\}, \{0,1\}, \{1,-1\}, \{1,0\}, \{1,1\}\) \( \)
  for \( (du, dv) \in \Delta \) do
    \( P' = P - \{(\omega_u, \omega_v)\} \)
    \( P' = P' \cup \{(\omega_u + \delta du, \omega_v + \delta dv)\} \)
    \( F', e' = \text{RECOVERCOEFFICIENT}(X_{|S|}, P') \)
    \( \text{de}_{du, dv} = (e - e')/|| (du, dv) || \)
    \( (du^*, dv^*) = \operatorname{argmax}_{(du, dv) \in \Delta \text{de}_{du, dv}} \)
    \( \text{return } (du^*, dv^*) \)

procedure RecoverCoefficient($X_{|S|}, P$)
  \( A = 0_{|S| \times |P|} \)
  \( x_S = 0_{|S| \times 1} \)
  for \( i \in \{0, \cdots, |S| - 1\} \) do
    \( (u, v) = S_i \)
    \( x_S(i) = X(u, v) \)
    for \( k \in \{0, \cdots, |P| - 1\} \) do
      \( (\omega_u, \omega_v) = P_k \)
      \( A(i, k) = \exp \left( 2j\pi \frac{\omega_u u + \omega_v v}{N} \right) \)
    \( \hat{x}_P = A^\dagger x_S \quad \text{\( \triangleright A^\dagger \) is the pseudo-inverse of } A \)
    \( e = || x_S - A \hat{x}_P ||^2 \)
    \( F = \{(a, \omega_u, \omega_v) : a = \hat{x}_P(k), (\omega_u, \omega_v) = P_k \}_{k=0}^{|P|} \)
  \( \text{return } F, e \)

9.5.2: Sparse Continuous Fourier Recovery Algorithm
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Figure 9-8: Flow Chart of the 2D Sparse Light Field Reconstruction Algorithm: The algorithm takes a set of sampled discrete lines. The initialization, Discrete Recovery, has 2 steps: computing the projections and recovering the discrete positions of the large frequency coefficients. In the sparse continuous recovery, the gradient search tries to shift the positions of the frequencies to non-integer locations and recover their coefficients. We keep repeating this gradient search until we get a small enough error. This stage will output a list of continuous frequency positions and their coefficients, which can then be used to reconstruct the full 2D slice.

9.6 Experiments

We experimented with several data sets where full 4D coverage of the light field was available for comparison. For each of these data sets we extracted a small number of 1D segments, which we then used to reconstruct the full 2D set of viewpoints. We compare our reconstructed light fields against the complete original data sets in our accompanying videos.

Three of our data sets, the Stanford Bunny, the Amethyst, and the Crystal Ball data sets, were taken from the Stanford light field archive [163]. Each of the Stanford data sets consists of a 17x17 grid of viewpoints and was reconstructed using the box-and-X pattern shown in Figure 9-4(a). On these datasets, we performed our reconstruction in the YUV color space. The U and V channels were reconstructed at half the resolution of the Y channel.

To show how our method scales with the number of input images we are given, we captured a larger dataset (the Gnome) consisting of 51x51 viewpoints. This dataset was captured using a robotic gantry similar to the one from [163], and the double X pattern in Figure 9-4(b) was used to select our input. The total number of input images is the same for both the single X pattern and the double X pattern, as the effective spacing between input views along diagonals is changed. For this dataset our input consists of less than 12% of the original images.

Our code was designed for flexible experimentation and is currently slow. However, the algorithm is highly parallelizable and we run it on a PC cluster. The code is written in C++ using the Eigen library. The $\omega_u, \omega_v$ slices of a light field are divided among different machines, and the results are collected once all of the machines have finished.

Load balancing, variability in the number of machines used, and different convergence characteristics for different inputs make it difficult to estimate exact run times. Using a cluster of up to 14 machines at a time (averaging 5-6 cores each), typical runtimes ranged from 2 to 3 hours.
Figure 9-9: **Reconstruction of Stanford Bunny Data Set:** On the left and in the middle are the reference figure and the reconstruction from [Levin and Durand 2010](courtesy of Levin). The sampling pattern we used is the box-and-X pattern shown in Figure 9-4(a). Though we used more samples than Levin & Durand used, we did a much better job in terms of less blurring, preserving the textures and having less noise.

for a colored data set (3 channels). There are several ways to accelerate the method - for example, one could leverage the coherence across slices or replace finite differences with a method that converges faster, but we leave this for future work.

### 9.7 Results

#### 9.7.1 Viewing our results

Our results are best experienced by watching the accompanying videos which are available online through this link: [http://netmit.csail.mit.edu/LFSparseRecon/](http://netmit.csail.mit.edu/LFSparseRecon/)

#### 9.7.2 The Stanford Bunny

The Stanford Bunny dataset is our simplest test case. The scene is Lambertian and therefore especially sparse in the frequency domain. The spacing between input views is also very narrow, so there is little aliasing. Each image is 512x512 pixels. Our reconstruction of the Bunny is difficult to distinguish from the full light field captured by [163], as shown in Figure 9-9. Figure 9-10 shows that the reconstruction error is small.

#### 9.7.3 Amethyst

The amethyst dataset is highly non-Lambertian. It exhibits both specular reflections and refraction. Again it is difficult to distinguish our reconstruction from the full captured light field, as shown in Figure 9-11. We reconstruct most of the reflected details, with the exception of some undersampled
features that move so fast they do not appear at all in the input. Figure 9-12 gives an example of this.

### 9.7.4 Crystal Ball

The Crystal Ball scene is extremely non-Lambertian, exhibiting caustics, reflections, specularities, and nonlinear parallax. We are able to reproduce most of the complex properties that make this scene shown in Figure 9-13 so challenging, as can be seen in our accompanying video online. If one looks closely, our reconstruction of this light field contains a small amount of structured noise which we discuss in Section 9.8.

### 9.7.5 Gnome

We acquired a new dataset consisting of 52x52 viewpoints. The resolution of each image is 640x480, and we reconstructed all channels at full resolution.

The Gnome scene is mostly Lambertian with a few specular highlights. In terms of the subject being captured, the difficulty of this scene sits somewhere between the Stanford Bunny and the Amethyst datasets. However, what makes this data more challenging is the level of noise in our input. The captured images of the Gnome have noticeable shot noise, flickering artifacts, and
Figure 9-11: **Reconstruction of the Amethyst Data Set:** Our reconstruction of Amethyst data set (right), the reference figure (left) and the reconstruction from [106] (middle, courtesy of Levin). We are using the box-and-X sampling pattern shown in Figure 9-4(a), which is more than the number of samples used in [106]. However, we are able to reconstruct this highly non-Lambertian view and it is hard to distinguish our reconstruction from the full captured light field.

registration errors (“camera jitter”). Since these artifacts are not sparse in the frequency domain, our algorithm does not reproduce them in the output shown in Figure 9-14. For most of these artifacts, the result is a kind of denoising, making our output arguably better than the reference images available for comparison. This is especially clear in the case of camera jitter, where the effect of denoising can be seen clearly in an epipolar image shown in Figure 9-16. However, some of the shot noise in our input is reconstructed with greater structure. We have a more general discussion of noise in Section 9.8.

### 9.7.6 Extending views

Reversing the windowing effect in the second step of our algorithm makes it possible to reconstruct views outside the original window of our input. To demonstrate this we extend each of the $u$ and $v$ dimensions in our Bunny dataset by an additional 4 views, increasing the size of our reconstructed aperture by 53% (see Figure 9-15). These results are best appreciated in our accompanying video.

### 9.7.7 Informal comparison with Levin and Durand [2010]

Like us, Levin and Durand [106] reconstruct light fields from a 1D set of input images. Their technique is based on a Lambertian prior with unknown depth. We provide an informal comparison with their approach, but the different sampling patterns of the two techniques make it difficult to hold constant the number of input views used by each technique. Levin and Durand’s recon-
Figure 9-12: **Reconstruction of Specularities:** One example of a reconstructed view from the Amethyst dataset where we lose some reflection details. The missing specular reflection does not appear in any of our input views, so it cannot be recovered.

Figure 9-13: **Reconstruction of the Crystal Ball Data Set:** We show one \((u, v)\) view from the reconstruction of the Crystal Ball dataset. We are using the box plus diagonals sampling pattern (as shown in the blue box in the center). The red dot shows the position of reconstructed view in the angular domain. Despite the fact that the scene is extremely non-Lambertian and has complex structures, we are still able to reconstruct most details of the light field.

struction uses fewer images but is restricted to synthesizing views within the convex hull of input viewpoints. Our sampling patterns use slightly more images, but lets us synthesize views outside
Figure 9-14: **Reconstruction of the Gnome Data Set:** We show one \((u, v)\) view from our reconstruction of the Gnome dataset. We use the sample pattern from Figure 9-4 (b), as shown by the blue box in the bottom right. The red marker shows where the view is in the angular domain. Although the captured dataset is noisy, we are still able to reconstruct it in good detail.

the convex hull of our input. Small differences in input aside, the comparison in Figure 9-9 and Figure 9-11 shows that our reconstruction is less blurry and does not have some of the ringing artifacts that appear in their results.

### 9.8 Discussion

#### 9.8.1 Viewpoint Denoising

One advantage of reconstruction based on a sparse prior is the potential for denoising. Noisy input tends to create low power high frequencies that are not part of our scene. These frequencies make the spectrum less sparse and are usually zeroed out by our algorithm.

Since our reconstruction is based on sparsity in the \(\omega_u, \omega_v\) domain, we remove noise in \(u, v\). This noise corresponds to ‘jitter,’ usually caused by registration errors or camera shake. We can see
Figure 9-15: Extending Views: We extend our reconstruction of the Stanford Bunny dataset (Figure 9-9) and extend the camera views. The original view is $0 \leq u \leq 16$ and $0 \leq u \leq 16$, and here we show our extension to $(-2, -2)$ and $(18, 18)$.

Figure 9-16: Viewpoint Denoising: Top: We see noise in the $u, v$ dimensions of our reference data caused by registration errors. This error shows up as camera shake in the reference images. Bottom: Our algorithm effectively removes this noise in the reconstruction, essentially performing camera stabilization.

the effect of this denoising by examining a $v, y$ slice of our light field, like the one in Figure 9-16. These slices are often referred to as epipolar plane images (EPI) in computer vision. To observe the visual effect of this denoising, the reader should watch our accompanying Gnome video. The reconstructed camera motion in this video is much smoother than the reference camera motion. One way to think of this effect is as a kind of video stabilization.

Our ability to denoise in $u, v$ is limited by the number of input slices we have and the sparsity of the spectrum we are reconstructing. If the noise affects the sparsity of our scene too much, some of its power might be projected onto existing spikes from our signal, changing their estimated power. We can see some of this in the Gnome data set, where some of the shot noise in our input is reconstructed with slight structure along the dominant orientation of our scene.
9.8.2 Importance of Continuous Fourier Recovery

To better understand how operating in the continuous Fourier domain affects our reconstruction, we examine the impact of our continuous recovery on the reconstructed Bunny light field. We choose this light field because our results are almost indistinguishable from the reference data, so we can reasonably assume that the sparsity estimated by our full algorithm reflects the true sparsity of the captured scene.

We first compare our sparse continuous recovery in Figure 9-17(c) with the sparse discrete recovery used to initialize our gradient descent (shown in Figure 9-17(a)). The error in Figure 9-17(a) shows how existing sparse recovery theory is limited by the lack of sparsity in the discrete light field spectrum. However, this result does not necessarily isolate the effects of working in the discrete domain. To better isolate these limits, we generate a third reconstruction in Figure 9-17(b) by rounding the coefficients of our final reconstruction Figure 9-17(c) to the nearest discrete frequency positions and removing the sinc tails that result from this rounding. This reconstruction approximates the discrete spectrum that is closest to our continuous spectrum while exhibiting the same sparsity.

As we see in Figure 9-17, the effect of discretization predicted by our experiment is a kind of ghosting. To understand why, recall that the discrete Fourier transform assumes that signals are periodic in the primal domain, and that given a finite number of frequencies our reconstruction will be band limited. As a result, the IDFT will attempt to smooth between images at opposite ends of the primal domain. If we look at Figure 9-18 we can see this effect across the set of viewpoints in our light field. When viewpoints near the center are averaged (smoothed) with their neighbors the artifact is less noticeable because their neighbors are very similar. However, when this smoothing wraps around the edges of our aperture, we average between more dissimilar images and the ghosting becomes more severe.

9.8.3 Potential Applications

Our reconstruction from 1D viewpoint trajectories is directly applicable to capture techniques that seek to acquire a dense 2D sampling of viewpoints on a grid. One could, for instance, use it to significantly reduce the number of cameras needed by a camera array. Alternatively, for applications where light fields are captured by a single moving camera (such as [23, 37, 66]), the algorithm could be used to greatly increase the speed of capture. In both of these cases, the sparse continuous spectrum we recover could also be used as a highly compressed representation of the light field.

The theory of continuous recovery has many potential applications beyond our reconstruction from 1D viewpoint segments. Sparsity in the continuous Fourier domain is a powerful prior that is more general than Lambertianality, making it an exciting new direction for research. While our choice of initialization uses viewpoint sampling patterns that consist of discrete lines, one can imagine different initialization strategies that work with different input. That input could come from plenoptic or mask-based light field cameras, or even some combination of multiview stereo and image based rendering algorithms. However, continuous recovery is not necessarily convex, so proper initialization strategies will be an important and possibly non-trivial part of applying our continuous recovery approach to different types of data.
Figure 9-17: **Comparison of Our Final Reconstruction in the Continuous Domain to Two Alternative Reconstructions in the Discrete Domain:** We compare our result (right) with the output of only our initialization (left), as well as the discrete approximation of our result with sinc tails removed (middle).

Figure 9-18: **The Ghosting Effect:** A demonstration of the ghosting that happens when we simply remove sinc tails in the frequency domain. We removed the sinc tails from the spectrum of the Stanford Bunny dataset and selected the same inset from each $u, v$ image (we chose the same inset as in Figure 9-17). This figure shows how the inset changes across the $(u, v)$ aperture (note that we subsampled the 17x17 aperture by 2). Ghosting gets worse closer to the edge of the input views.
9.9 Conclusion

In this chapter, we have made the important observation that natural signals like light fields are much sparser in the continuous Fourier domain than in the discrete Fourier domain, and we have shown how this difference in sparsity is the result of a windowing effect. Based on our observations, we presented an approach to light field reconstruction that optimizes for sparsity in the continuous Fourier domain. We then showed how to use this approach to reduce sampling requirements and improve reconstruction quality by applying it to the task of recovering high quality non-Lambertian light fields from a small number of 1D viewpoint trajectories. We believe that our strategy of optimizing for sparsity in the discrete spectrum will lead to exciting new research in light field capture and reconstruction. Furthermore, we hope that our observations on sparsity in the discrete vs. continuous domain will have an impact on areas of computational photography beyond light field reconstruction.
Chapter 10

Fast In-Vivo MRS Acquisition with Artifact Suppression

10.1 Introduction

Magnetic Resonance Spectroscopy (MRS) enables non-invasive analysis of the biomolecular content of the brain. It is an advanced MRI technique that allows us to zoom into specific voxels in the brain and discover the concentration of various metabolites which are used as indicators of diseases like cancer, strokes, seizures, Alzheimer’s disease, autism, etc. These metabolites create MR signals that appear as frequency peaks in the MRS spectrum. 2D Correlation Spectroscopy (COSY) is one type of MRS that allows the unambiguous assignment of MR signals in crowded spectra and as such can be used in vivo to detect and disentangle the spectral overlap of metabolites. Several methods were demonstrated to acquire localized COSY spectra in vivo [10, 171] and showed great utility in detecting new molecular biomarkers of diseases [9, 46].

Despite its potential, the in vivo use of 2D COSY is not largely spread due to several challenges and limitations. The two main challenges are long acquisition time which requires the patients to spend a long time in the MRI machine and the presence of artifacts in the output images. These are a direct result of the acquisition of the additional frequency dimension $f_1$, which requires sufficient evolution time $t_1$ that significantly prolongs the acquisition time. Typically, because of time limitation with in vivo acquisitions, the indirect $t_1$ time dimension cannot be sampled long enough and the corresponding $f_1$ spectral dimension suffers from severe truncation artifacts resulting from the ringing tails of diagonal peaks. Figure 10-1 shows an example of an in vivo 2D COSY spectrum where the strong diagonal peaks of NAA, Choline and Creatine have large ringing tails that obscure cross-diagonal peaks of important metabolites. Signal processing methods such as the use of filtering windows (QSINE) or prediction algorithms (linear prediction) may improve the spectral appearance but significant artifacts are left and the signal to noise ratio (SNR) may be downgraded. Hence, there is a need for a method that recovers the information along $f_1$ while preserving SNR.

$^{1}$The $t_2$ time dimension corresponds to the directly measured dimension and hence can be sampled long enough to avoid truncation artifacts along the $f_2$ frequency dimension. We refer the reader to [137] for additional background on MR.
Figure 10-1: **Artifacts in In-Vivo 2D COSY Spectrum:** Truncating the signal in time results in ringing tails along the $f_1$ dimension which create artifacts. These artifacts are hard to distinguish from cross diagonal peaks of important metabolites labeled in red.

2D MRS spectra are highly sparse and the problem of optimizing in-vivo 2D MRS lends itself naturally to the Sparse Fourier Transform. The Sparse Fourier Transform can subsample the 2D COSY signal along the $t_1$ dimension and hence reduce the acquisition time. However, the artifacts caused by the ringing tails shown in Figure 10-1 significantly reduce the sparsity of the 2D spectrum and hence a straightforward application of the Sparse Fourier Transform would result in a poor reconstruction of the MRS peaks. As we have shown in Section 9.3.1, ringing tails are a direct result of truncating and discretizing the continuous time signal. Since the frequency peaks of natural signals like MR are not aligned with the Fourier discretization grid, i.e., peaks lie on off-grid positions, MR signals that are highly sparse in the continuous domain, lose their sparsity in the discrete domain.

In this chapter, we introduce MRS-SFT, a new MRS processing system that adapts the Sparse Fourier Transform to the continuous domain in order to reduce the acquisition time while outputting clearer images with less clutter and artifacts. It estimates and suppresses the ringing tails by recovering the sparsity in the original continuous spectrum while using the minimum number of input samples along the $t_1$ dimension.

We demonstrated the performance of MRS-SFT on 2D COSY for single and multi-voxel acquisitions in brain phantoms (mixture of non-living samples) and healthy human volunteers. We compared the results obtained by MRS-SFT and other sparse methods such as compressed sensing (CS) to a fully sampled FFT and a truncated FFT. We show that MRS-SFT reduces the acquisition time by a factor of three on average. It also eliminates the $t_1$ truncation artifacts which improves the SNR by 8 – 14 dB and the resolution of cross-peaks by 25 – 40% resulting in much clearer and measurable cross diagonal peaks.
10.2 MRS-SFT

10.2.1 Algorithm

We will explain our algorithm for general 1D signals. In the following subsection, we will explain how to use this algorithm to reconstruct a 2D COSY spectrum. Let $x(t)$ be a signal of length $N$ that is $k$-sparse in the continuous Fourier domain. Then,

$$x(t) = \frac{1}{\sqrt{N}} \sum_{i=0}^{k} a_i \exp \left( \frac{2\pi j f_i t}{N} \right)$$

(10.1)

where $\{f_i\}_{i=0}^{k}$ are the continuous positions of frequencies and $\{a_i\}_{i=0}^{k}$ are the complex values corresponding to these frequencies. The same signal is sparse in the discrete Fourier domain only if all of the $f_i$'s happen to be integers, i.e., the large frequency coefficients lie on-the-grid.

However, for most natural signals like MRS, the large frequency coefficients are more likely to lie off-the-grid. We have shown in Section 9.3.1 that while these off-grid frequencies are sparse in the continuous Fourier domain, they are not sparse in the discrete Fourier domain. Recall that truncating the signal in time is equivalent to multiplying it with a rectangular function which results in a convolution with a sinc function in the frequency domain. The sinc function has ringing tails which create truncation artifacts like the ones shown in Figure 10-1. We refer the reader to Section 9.3.1 for a detailed description of this discretization process and the difference in sparsity between the continuous and discrete Fourier domains.

MRS-SFT adapts the Sparse Fourier Transform to optimize for the sparsity in the continuous Fourier domain. The MRS-SFT algorithm has two phases:

- **On-Grid Recovery:** recovers the spectrum assuming frequencies are only located on integer multiples of the discrete Fourier grid. This step only gives an initial estimate of the spectrum and alone cannot give a good quality reconstruction

- **Off-Grid Recovery:** refines the frequencies discovered in the previous stage, allowing them to take non-integer positions. As such it attempts to approximate the continuous spectrum.

As input, the algorithm takes only subsamples of the signal $x$ which for MRS translates into a reduction in acquisition time. In both of the above phases, the algorithm outputs a list of the positions $\tilde{f}_i$ and the complex values $\tilde{a}_i$ of the non-zero frequency coefficients. In the first phase, the $\tilde{f}_i$’s are integers, i.e., the coefficient lie on-the-grid, whereas in the second phase they can be non-integers, i.e., they lie off-the-grid.

**PHASE 1: On-Grid Recovery**

Our on-grid recovery can be divided into three steps:

1. **Frequency Bucketization:** Recall from previous chapters that in this step, the Sparse Fourier Transform by hashes the frequency coefficients in the spectrum into buckets. Since the spectrum is sparsely occupied, many buckets will be empty and can be simply discarded without additional processing. To hash frequency coefficients into buckets, MRS-SFT uses the aliasing filter presented
in Section 1.1.2. Recall that, this filter works by subsampling the signal in the time domain which results in aliasing the frequency domain. Aliasing is a form of hashing in which frequencies equally spaced by $N/p$ map to the same bucket where $p$ is the subsampling factor.

2. Recovering Frequency Positions: In this step, we aim to find the positions of the non-zero frequency coefficients. For each of the occupied buckets, we want to discover out of all the frequency coefficients that map into the bucket, which one is the non-zero coefficient \( i.e., \) the one that has energy.

To do this, we bucketize the frequencies with different aliasing filters, so that different frequency coefficients will hash to different buckets each time. In other words, we repeat the subsampling again at a different subsampling rate. For example, if we bucketized using a subsampling factor \( p_1 \), we repeat the process using a different factor \( p_2 \). This randomizes the hashing since a frequency coefficient \( f \) will hash to bucket \( f \mod N/p_1 \) in the first bucketization and to different bucket \( f \mod N/p_2 \) in the second bucketization. Recall that the best choice of subsampling is to use co-prime factor. Co-prime aliasing guarantees that any two frequencies that collide in one bucketization will not collide in the other bucketization, which best randomizes the voting.

We then use the voting based approach presented in Section 1.1.2 where occupied buckets vote for the frequencies that map to them. Since the spectrum is sparse, most of the buckets do not have energy and hence only few frequencies get votes each time. Non-zero frequency coefficients will always get votes since they create energy in the buckets they map to. The number of bucketizations needed typically depends on the sparsity of the signal but after performing a few bucketizations, the non-zeros frequency coefficients will have the largest number of votes. Hence, this gives us a list of the large frequency coefficients, \( i.e., \) \( \{\tilde{f}_i\}_{i=0}^k \).

3. Recovering the Frequency Values: Now that we have a list of positions of non-zero frequency coefficients \( \{\tilde{f}_i\}_{i=0}^k \), we want to find their complex values \( \{a_i\}_{i=0}^k \). Given our model in Equation 10.1 of a sparse signal: if we know the positions of non-zero frequencies (\( i.e., \) \( \tilde{f}_i \)), then Equation 10.1 becomes a system of linear equations with unknowns \( \{a_i\}_{i=0}^k \). Given \( s > k \) discrete input samples of \( x \), we can form an overdetermined system allowing us to solve for each \( a_i \).

To construct the system of linear equations, we concatenate the input time samples into an \( s \times 1 \) vector which we denote as \( x_S \). We let \( \hat{x}_K \) be a \( k \times 1 \) vector of the frequency coefficients which we want to recover. Each coefficient in \( \hat{x}_K \) corresponds to one position \( \tilde{f}_i \) of the non-zero frequencies. Finally, let \( A \) be a matrix of \( s \times k \) entries. Each row corresponds to an input time sample and each column corresponds to a non-zero frequency coefficient and the value of each entry will be a complex exponential:

\[
A(t, \tilde{f}_i) = \frac{1}{\sqrt{N}} \exp \left( j \frac{2\pi tf_i}{N} \right)
\]  \hspace{1cm} (10.2)

Thus, our system of linear equations becomes:

\[
x_S = A \hat{x}_K
\]  \hspace{1cm} (10.3)
The standard minimal square error solver is to multiply by the pseudo-inverse of $A$:

$$\hat{x}_K^* = A^\dagger x_S$$ (10.4)

where $A^\dagger$ is the pseudo-inverse of $A$. Once we calculate $\hat{x}_K^*$, each coefficient will correspond to the position of a non-zero frequency $\tilde{f}_i$. This procedure of recovering frequency coefficients given their positions does not assume that the frequencies are integers and hence we can use it again in second phase.

**PHASE 2: Off-Grid Recovery**

The off-grid recovery process refines the frequencies discovered in the on-grid stage, allowing them to take non-integer positions. The algorithm formulates this as an optimization problem and uses nonlinear gradient descent to estimate the continuous positions $\{\tilde{f}_i\}_{i=0}^k$ that minimize the square error between observed discrete samples of $x(t)$ and the reconstruction of these samples given by our current coefficient positions and values. Thus, the error function we wish to minimize can be written as:

$$e = \sum_t \left\| x(t) - \frac{1}{\sqrt{N}} \sum_{i=0}^k \tilde{a}_i \exp \left( j \frac{2\pi t \tilde{f}_i}{N} \right) \right\|^2$$ (10.5)

where $\tilde{a}_i$ and $\tilde{f}_i$ are our estimates of $a_i$ and $f_i$, and the above summation is taken over all the observed discrete samples. We can rewrite the error of this optimization problem using our vector notation from Equation 10.3 as:

$$e = \left\| x_S - AA^\dagger x_S \right\|^2$$ (10.6)

To solve the above optimization problem we use a gradient descent algorithm based on finite differences. Each iteration of the algorithm updates the list of frequency positions $\{\tilde{f}_i\}$. For each recovered frequency position in $\{\tilde{f}_i\}$, we fix all other frequencies and shift the position of this frequency by a small fractional step $\delta \ll 1$. We shift it in the positive and negative directions and compute the new error $e$ given the new position. We then pick the direction that best minimizes the error $e$ and change the position of the frequency in that direction.\(^2\) We repeat this for every frequency position $\{\tilde{f}_i\}$. Figure 10-2 shows an example of the gradient descent algorithm.

The gradient descent ensures that from iteration $i$ to iteration $i + 1$, we are always reducing the residual error, i.e., $e^{(i+1)} < e^{(i)}$ where $e^{(i)}$ denotes the error in iteration $i$. The algorithm keeps iterating over the frequencies until the error falls below a minimum acceptable error $\epsilon$. Once we have a final list of positions, we can use the same procedure described in the On-Grid recovery to recover the values of these frequency coefficients.

\(^2\)It is possible that none of the directions can minimize error in which case we do not change the position of this frequency.
Figure 10-2: Off-Grid Recovery Using Gradient Descent: Consider a continuous spectrum with a single peak at position $f = 4.2$. The on-grid recovery stage estimates the initial peak position to the nearest integer of $f = 4$. We set the fractional step size $\delta$ of the gradient descent to 0.1. In iteration 1, we calculate the error $e = 0.97$. If we shift the peak to the left, the error becomes $e = 0.99$ and if we shift it to the right, $e = 0.49$. Since shifting the peak to the right will reduce the error the, we shift the peak position to $f = 4.1$. We do the same thing in iteration 2 and shift the peak to the right again. In iteration 3, $f = 4.2$ and neither shifting the peak to the left or right will reduce the error. At this stage the algorithm converges and the off-grid position of the peak has been recovered correctly.

10.2.2 Reconstructing the 2D COSY Spectrum

In the previous section, we introduced a general algorithm for 1D signals. In this section, we will show how we use this algorithm to reconstruct 2D COSY spectra. A 2D COSY signal has two time dimensions:

- $t_2$ dimension: The $t_2$ dimension is directly measured, i.e., it is fully acquired and hence we can compute the full 1D FFT along this dimension. Furthermore, since we often have sufficient $t_2$ samples, the truncation artifacts are not as severe as in the $t_1$ dimension. We can simply multiply the $t_2$ samples by the QSINE weighting functions to suppress the tails. Thus, for each value of $t_1$, we multiply the $t_2$ samples by the QSINE function and take a 1D FFT along $t_2$.\(^3\) At the end of this step, we get a signal in an intermediate domain $\mathbf{x}'(t_1, f_2)$.

\(^3\)Note that to compute a full Fourier transform of a 2D matrix $\mathbf{x}$, the FFT algorithm computes 1D FFTs along the rows of $\mathbf{x}$ followed by 1D FFTs of the columns of $\mathbf{x}$.
Figure 10-3: **Iterating Between Recovering Diagonal Peaks and Cross-Diagonal Peaks:** MRS-SFT starts by recovering the large diagonal peaks. It then subtracts these peaks and their ringing tails from the signal which allows it to recover the smaller cross diagonal peaks. Once both peaks are recovered, MRS-SFT reconstructs the spectrum by removing the ringing tails resulting from the off-grid positions of the peaks.

- $t_1$ dimension: Since acquiring $t_1$ increments can be very time consuming, we only acquire a subset of the $t_1$ samples in order to reduce the acquisition time. We run our MRS-SFT algorithm only along the $t_1$ dimension. Thus, for each value of $f_2$, we run the 1D MRS-SFT algorithm over $x'(t_1, f_2)$ to recover the 2D COSY frequency spectrum $\hat{x}(f_1, f_2)$.

Directly applying the MRS-SFT algorithm for each value of $f_2$, however, does not work due to the huge amplitude difference between the diagonal and cross-diagonal peaks. The cross-diagonal peaks might be immersed in the tails of the diagonal peaks, and simply running MRS-SFT will only recover the diagonal peaks but treat the cross-diagonal peaks as noises. To cope with this, we need to recover the diagonal peaks first. We start by running the MRS-SFT algorithm but restrict our recovery to the diagonal peaks. Once we have the Off-Grid positions and values of the diagonal peaks, we can reconstruct the truncation artifacts and subtract them from our discrete input signal. After subtracting the diagonal peaks and their tails, the cross diagonal peaks emerge. We can then run the MRS-SFT algorithm to recover the cross-diagonal peaks. Figure 10-3 demonstrates this process.
The question that remains is: How to construct and suppress the truncation artifacts caused by the off-grid frequency peaks? Given a list of continuous peaks \( \{(\tilde{f}_{11}, \tilde{f}_{21}), \cdots, (\tilde{f}_{1k}, \tilde{f}_{2k})\} \) and their values \( \{\tilde{a}_1, \cdots, \tilde{a}_k\} \), we can compute the discrete Fourier spectrum at integer positions \((f_1, f_2)\):

\[
\hat{x}(f_1, f_2) = \sum_{i=0}^{k} \tilde{a}_i \times \Psi_{N_1, N_2}(f_1 - \tilde{f}_{1i}, f_2 - \tilde{f}_{2i})
\]

(10.7)

where \( N_1 \) and \( N_2 \) are the total number of increments before subsampling along \( t_1 \) and \( t_2 \) respectively. \( \Psi_{N_1, N_2}(\cdot, \cdot) \) is the discretized sinc function which creates the artifacts. It can be written as:

\[
\Psi_{N_1, N_2}(f_1, f_2) = \frac{\sin(\pi f_1)}{\sin(\pi f_1/N_1)} \frac{\sin(\pi f_2)}{\sin(\pi f_2/N_2)} \exp\left(-\pi j \left( \frac{N_1 - 1}{N_1} f_1 + \frac{N_2 - 1}{N_2} f_2 \right) \right)
\]

(10.8)

In our final reconstruction of the output spectrum, we simply suppress the sinc tails by truncating the sinc function:

\[
\Psi^*_{N_1, N_2}(f_1, f_2) = \Psi_{N_1, N_2}(f_1, f_2) \times \text{RECT}(f_1, f_2)
\]

(10.9)

where \( \text{RECT}(f_1, f_2) \) is defined to be 1 in the rectangle \(-1 \leq f_1, f_2 \leq 1\). The output of our final reconstruction without ringing tails can be written as:

\[
\hat{x}(f_1, f_2) = \sum_{i=0}^{k} \tilde{a}_i \times \Psi^*_{N_1, N_2}(f_1 - \tilde{f}_{1i}, f_2 - \tilde{f}_{2i})
\]

(10.10)

### 10.3 Methods

#### 10.3.1 Single Voxel Experiments

We performed experiments on a whole-body 3T MR scanner (Tim Trio Siemens, Erlangen). We used the COSY-LASER sequence (TR = 1.5 s, TE = 30 ms) [10] to acquire 2D COSY spectra on 3 volunteers and a brain phantom. The acquired MRS data was post-processed in MATLAB using four methods:

- **MRS-SFT**: The method proposed in this chapter uses 60 \( t_1 \) increments on volunteers and 64 \( t_1 \) increments on brain phantom.

- **FFT**: A truncated FFT which uses 60 \( t_1 \) increments on volunteers and 64 \( t_1 \) increments on brain phantom.

- **Full-FFT**: Longer sampled FFT which uses 160 \( t_1 \) increments on volunteers and 180 \( t_1 \) increments on brain phantom.

- **Compressive Sensing (CS)**: An iterative thresholding based compressive sensing algorithm which uses 60 \( t_1 \) increments on volunteers and 64 \( t_1 \) increments on brain phantom.

\[^4\text{We experimented with several compressive sensing algorithms and we present here the best compressive sensing results which we obtained.}\]
For FFT, Full FFT, and CS, we pre-process the samples by multiplying with a QSINE window and using linear prediction to improve the cross peaks and reduce artifacts.

### 10.3.2 Multi Voxel Experiments

Correlation chemical shift imaging was acquired with an adiabatic spiral COSY sequence [11] which was here improved with MRS-SFT. The experiments were performed on a whole-body 3T MR scanner (Tim Trio, Siemens, Erlangen). Acquisition parameters included: TR = 1.8 s, TE = 30 ms, 72 sparse $t_1$ samples out of 252 consecutive samples, 380 points in $t_2$ zero filled to 512, 10 ppm spectral window in both $f_1$ and $f_2$ dimensions, 4 averages, a $16 \times 16$ voxel matrix, FOV= 200×200 mm, and an acquisition time of 17 min and 32 s. The acquired MRS data was post-process in MATLAB using the MRS-SFT with 72 $t_1$ samples and the Full-FFT with 252 $t_1$ samples.

The $f_1$ dimension of 2D COSY is also particularly susceptible to scan instabilities arising from frequency drifts and patient motion. Post-processing methods have limited ability to recover spectral quality in particular downgraded water suppression due to frequency drift or change in metabolite signal amplitude due to shift of voxel position across a time series. To alleviate these problems, we incorporated into our 2D COSY acquisition a recently developed real-time motion correction and shim update sequence module.

### 10.4 MRS Results

#### 10.4.1 Single Voxel Results

The result for phantom data is shown in Figure 10-4 for the four methods described above (MRS-SFT, FFT, Full-FFT, and CS). The figure shows the 2D MRS spectrum recovered by each method. As can be seen, MRS-SFT is able to eliminate the truncation artifacts while maintaining the cross diagonal peaks. For example, the metabolite Myo-inositol is clearly present only in the MRS-SFT and Full-FFT results. However, the Full-FFT data requires $180/64 = 2.8 \times$ more time to acquire all the measurements. The figure also shows that despite using the QSINE window and linear prediction, the other techniques still suffer from significant truncation artifacts. Note that all four spectra have the same scaling along the iso-contour lines and hence changing the window setting to suppress the artifacts would also eliminate the cross diagonal peaks.

In the case of in-vivo data, i.e., experiments ran on human volunteers, the truncation artifacts are even more severe as shown in Figure 10-5. In this case, the ringing tails are highly prominent in the FFT, Full-FFT and CS results and hence cause a lot of truncation artifacts which are hard to distinguish from the actual cross diagonal peaks. MRS-SFT, however, can model and subtract these ringing tails making the cross diagonal peaks much more apparent. For example, Choline (Cho) is much clearer in the MRS-SFT result as can be seen in Figure 10-5. In this case, even the Full-FFT, which requires $160/60 = 2.67 \times$ longer measurement time than MRS-SFT, continues to suffer from artifacts.
Figure 10-4: MRS-SFT Recovery Results on Brain Phantom Data: The figure shows that MRS-SFT can recover all the metabolites similar to a Full FFT while using $180/64=2.8 \times$ less samples. For the same number of samples, a truncated FFT or CS loose some of the metabolites (e.g. Myo) and degrade the quality of the peaks. The following metabolites have been labeled for reference: Choline (Cho), N-Acetylaspartate (NAA), Myo-Inositol (Myo), and Glutamate (Glu).
Figure 10-5: MRS-SFT Recovery Results on In-Vivo Data: The figure shows that MRS-SFT has significantly less clutter making it much easier to distinguish artifacts from cross diagonal peaks. For Full FFT, FFT and CS, it is very hard to distinguish the metabolites from the artifacts and for FFT and CS, some of the metabolites are lost. The following metabolites have been labeled for reference: Choline (Cho), N-Acetylaspartate (NAA), Aspartate (Asp), and Glutamine (Glu).
To quantify the above results, we compute the Signal to Artifact Ratio of the cross diagonal peaks recovered by each of the four methods. The results are shown in Table 10.1. As can be seen, MRS-SFT has the highest signal to artifact ratio and which is 8 dB higher than Full-FFT for phantom data and 14 dB higher for in vivo data. MRS-SFT also reduces the average FWHM (Full Width at Half Maximum) of cross-peaks by 40% for in vivo and 25% for phantom compared to the Full-FFT. For example, the line width of NAA (N-acetyl aspartate) is reduced from 0.23 ppm to 0.17 ppm in phantom data and from 0.24 ppm to 0.15 ppm in in vivo data as shown in Table 10.2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Phantom</th>
<th>In Vivo</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRS-SFT</td>
<td>13.78</td>
<td>2.05</td>
</tr>
<tr>
<td>Full-FFT</td>
<td>4.29</td>
<td>-11.7</td>
</tr>
<tr>
<td>FFT</td>
<td>0.84</td>
<td>-11.6</td>
</tr>
<tr>
<td>CS</td>
<td>-0.65</td>
<td>-13.3</td>
</tr>
</tbody>
</table>

Table 10.1: Signal to Artifact Ratio (dB)

<table>
<thead>
<tr>
<th>Method</th>
<th>Phantom</th>
<th>In Vivo</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRS-SFT</td>
<td>0.17</td>
<td>0.15</td>
</tr>
<tr>
<td>Full-FFT</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>FFT</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>CS</td>
<td>0.21</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 10.2: Line Width of NAA (ppm)

10.4.2 Multi Voxel Results

In the case of correlation chemical shift imaging, we demonstrate that by using MRS-SFT combined with real-time motion correction, we can recover multi-voxel MRS spectra which does not suffer from artifacts and ringing tails. Figures 10-6(a) and (b) show the resulting spectra of a 4×4 matrix sampled from the 16×16 voxels which were acquired and processed using MRS-SFT and Full-FFT respectively. For all voxels, MRS-SFT can eliminate the \( t_1 \) truncation artifacts while reducing the measurement time by a factor of \( 3.5 \times (252/72) \).

The above single voxel and multi-voxel results demonstrate that by using MRS-SFT can:

1) Reduce the measurement time by almost a factor of three.
2) Eliminate the \( t_1 \) truncation artifacts resulting from the ringing tails of the diagonal.
3) Improve the SNR and resolution of cross-peaks.

10.5 Conclusion

In this chapter, we presented MRS-SFT; a system that leverages the Sparse Fourier Transform to reduce the time the patient spends in an MRI machine while generating clearer images for 2D COSY MRS experiments. Our results indicate the MRS-SFT can reduce the acquisition time by a factor of 3 and suppress truncation artifacts. MRS-SFT is also superior to Compressed Sensing in terms of reducing the \( f_1 \) ringing and enhancing the SNR. Typically, 2D COSY spectra reconstructed with conventional FFT use windowing functions such as QSINE and linear prediction to improve cross-peaks and reduce the artifacts. However, QSINE windowing selectively enhances only some of the cross-peaks and linear prediction reduces the SNR and introduces spiking artifacts. The Sparse Fourier Transform is less biased in finding the cross-peaks and, hence provides a more robust method in dealing with the limitations of in vivo MRS.
Figure 10-6: Multi-Voxel Recovery Results for MRS-SFT vs. Full FFT
Chapter 11

Fast Multi-Dimensional NMR Acquisition and Processing

11.1 Introduction

Multi-dimensional NMR (Nuclear Magnetic Resonance) spectroscopy is an invaluable biophysical tool in chemistry, structural biology, and many other applications. However, from its introduction in 1970s, the technique is impeded by long measurement times, heavy computations and large data storage requirements. These problems stem from the huge number of data points needed for quantifying the frequency domain spectrum with the required resolution.

With the traditional systematic data sampling in the time domain, the duration of an NMR experiment increases exponentially with spectral dimensionality and polynomially with resolution. The rapid development in the field of fast spectroscopy with non-uniform sampling reduces the measurement time by decreasing number of the acquired data points [17, 33, 85, 140]. Non-uniform sampling (NUS) has enabled the acquisition and analysis of practical high-resolution experiments of dimensionality up to 7D [81, 100, 129]. Success of the NUS techniques is explained by the notion that the NMR spectrum is sparse in the frequency domain, i.e. only a small fraction of the spectrum contains signals, while the rest contains only baseline noise. Moreover, typically the higher the spectrum dimensionality and resolution are, the sparser the frequency domain spectrum is. While the numerous NUS spectra reconstruction algorithms differ in their underlying assumptions, the common theme is that all information about the spectral signals can be obtained from a relatively small number of measurements, which is linear to the number of signals and nearly independent on the spectrum dimensionality and resolution.

NMR measurements are performed in the time domain and, in the case of traditional Fourier spectroscopy, the time signal is converted to the frequency spectrum by the Discrete Fourier Transforms (DFT). For a \( d \)-dimensional spectrum with \( N \) points for each spectral dimension, we need to sample \( N^d \) experimental points, perform DFT with \( O(N^d \log N^d) \) elementary mathematical operations and allocate \( O(N^d) \) bytes for spectrum processing, storage, and analysis. For example, a moderate-resolution 5D spectrum with \( N=256 \) for all dimensions requires 4 TB of storage. Even if such spectrum can be computed, it cannot be easily handled in the downstream analysis. Algo-
rithms used for reconstructing the complete spectrum from the NUS data, require at least the same
and often significantly larger computations and storage than the traditional Fourier based approach.
For example, for the Compressed Sensing (CS) [83, 99], storage is $O(N^d)$ and the amount of cal-
culations is polynomial on $N^d$. Moreover, these algorithms are iterative and thus are impractical,
when data do not fit into computer operative memory. Modern computers meet the computational
and storage requirements for 2D, 3D, and relatively low-resolution 4D spectra. Yet, spectra of
higher dimensionality and/or resolution are still beyond reach, unless the analysis is performed in
low dimensional projections or is reduced to small regions restricted in several spectral dimensions.
In this work, we demonstrate for the first time a new approach allowing reconstruction, storage,
and handling of high dimensionality and resolution spectra.

Reconstructing a spectrum with computational complexity and storage, which are sub-linear
in respect to the number of points in the full spectrum ($N^d$) may only work by using NUS in
the time domain and by computing a sparse representation of the spectrum, i.e. without produc-
ing the complete spectrum at any stage of the procedure. The latter requirement excludes powerful
non-parametric NUS processing algorithms designed to reconstruct the full spectrum, such as Max-
imum Entropy (ME) [15, 82], Projection Reconstruction (PR) [52], Spectroscopy by Integration
of Frequency and Time Domain Information (SIFT) [53, 120], Compressed Sensing [83, 99], and
Low Rank reconstruction [147]. The parametric methods such as Bayesian [21], maximum like-
lihood [31], and multidimensional decomposition (MDD) [93] approximate the spectrum using
a relatively small number of adjustable parameters, and thus are not limited in spectral dimen-
sionality and resolution. However, due to the intrinsic problems of choosing the right model and
convergence, the parametric algorithms cannot guaranty the detection of all significant signals in a
large spectrum. Another approach Multidimensional Fourier Transform (MFT) [98] for large spec-
tra exploits prior knowledge about the signal positions in some or all of the spectral dimensions.
MFT reconstructs only small regions around known spectral peaks and thus requires less computa-
tions and storage. The Signal Separation Algorithm (SSA) [162], represents a combination of the
parametric and MFT methods and to some extent inherits strong and weak points of both. Notably,
the SSA also avoids dealing with the full spectrum matrices in time and frequency domains and
can deal with large spectra. The method was demonstrated for high-resolution 4D spectra with the
corresponding full sizes of tens of gigabytes.

The Sparse Fourier Transform is the first non-parametric algorithm capable of producing a high
quality sparse representation for high resolution and dimensionality spectra. The Sparse Fourier
Transform offers fast processing and requires manageable data storage, which are sub-linear to the
total number of points in the frequency spectrum. It also allows reconstruction of complete high
quality ND spectra of any size and dimensionality. It is most useful for high-resolution spectra of
four and more dimensions, where methods like CS require too much computations and storage.

In this chapter, we will describe the multi-dimensional version of the Sparse Fourier Transform
algorithm which we use for NMR spectra. We will also demonstrate its effectiveness as recovering
NMR spectra from only 6.4% of the input samples through experiments on a 4D BEST-HNCOCA
spectrum of ubiquitin.
Figure 11-1: 2D Bucketization Using Co-prime Aliasing on a 12 × 12 signal. (a) Subsampling by a factor of 3 folds (aliases) the spectrum by 3. Frequencies with the same color sum up together in the same bucket. (b) Subsampling by a factor of 4, which is co-prime to 3 ensures that the frequencies will be bucketized differently avoiding collisions.

11.2 Multi-Dimensional Sparse Fourier Transform

In this section, we adapt the Sparse Fourier Transform algorithms for multi-dimensional NMR spectra. We will describe the Sparse Fourier Transform algorithm for 2D signals of size $N \times N$. However, the algorithm can be easily extended to any dimension. We will use $X$ to denote the 2D time signal and $\hat{X}$ to denote its 2D discrete Fourier transform (DFT). We will use $(f_1, f_2)$ to denote a frequency position and $\hat{X}(f_1, f_2)$ to denote the spectral value at this frequency position. For simplicity, we will refer to frequencies that have no signal energy, i.e. just noise, as the zero frequencies and the frequencies that have signal energy as the non-zero frequencies.

Recall the two key components of the Sparse Fourier Transform operates: bucketization and estimation. The bucketization step divides the frequency spectrum into buckets where the value of each bucket represents the sum of the values of frequencies that map to that bucket. Since the spectrum is sparse, many buckets will be empty and can be discarded. The algorithm then focuses on the non-empty buckets and computes the frequencies with large values in those buckets in the estimation step. Below we describe in details the bucketization and estimation techniques we use for NMR. Some of the concepts below have been introduced in previous chapters. However, here we formalize them for multi-dimensional signals and put them in the context of NMR experimentation.

11.2.1 Multi-Dimensional Frequency Bucketization

**Bucketization Using Co-Prime Aliasing**

Bucketization through co-prime aliasing previously appeared in Chapters 1 and 7. Here, we formalize it for multi-dimensional signals. Let $B$ be a sub-sampled version of $X$, i.e., $B(t_1, t_2) = X(p \cdot t_1, p \cdot t_2)$ where $p$ is the sub-sampling factor. Then, $\hat{B}$, the FFT of $B$, is an aliased version of $\hat{X}$, i.e.:

$$\hat{B}(b_1, b_2) = \sum_{i=0}^{p-1} \sum_{j=0}^{p-1} \hat{X}(b_1 + i \cdot N/p, b_2 + j \cdot N/p)$$

(11.1)
Figure 11-2: **Bucketization Using Discrete Line Projections.** The top shows the discrete line, which was sampled and the bottom shows how the frequencies are projected. Frequencies with the same color will sum up together in the same bucket. This is shown for different slope (a)-(f). Since the lines are discrete, they wrap around and can result in pseudo random sampling and projection patterns as can be seen in (f).

Thus, frequencies equally spaced by an interval $N/p$ along each dimension map to the same bucket, i.e., frequency $(f_1, f_2)$ maps to bucket number $(b_1, b_2)$ such that:

$$ (b_1, b_2) = \left(f_1 \mod \frac{N}{p}, f_2 \mod \frac{N}{p}\right) $$

Further, recall that the value of each bucket is the sum of the values of only the frequencies that map to the bucket as can be seen from Equation 11.1. Now that we mapped the frequencies into buckets, we can leverage the fact that the spectrum of interest is sparse and hence most buckets have noise and no signal. We compare the energy (i.e., the magnitude squared) of a bucket with the noise level and considers all buckets whose energy is below a threshold to be empty. We then focus on the occupied buckets and ignore empty buckets.

Recall that most of the occupied buckets will have a single non-zero frequency. However, some buckets will have more than one non-zero frequency i.e., collisions. Recall, that we can resolve collisions by repeating the bucketization with a different sampling factor $p'$ that is co-prime with $p$. Co-prime aliasing guarantees that any two frequencies that collide in the first bucketization will not collide in the second bucketization. Figure 11-1 shows an example of bucketization using co-prime aliasing of a 2D spectrum.

**Bucketization Using Discrete Line Projections**

Bucketization using discrete line projections previously appeared in Chapters 1 and 9. We repeat the formalization of this form of bucketization here and put in the context of multi-dimensional NMR spectra. Recall that, performing a 1D DFT of a discrete line, yields the projection of the spectrum onto a corresponding line in the Fourier domain. Specifically, let $y$ be the 1D discrete line corresponding to a 2D signal $X$, parameterized by $t \in [0, \cdots, N - 1]$:
\[ y(t) = X(\alpha_1 t \mod N, \alpha_2 t \mod N) \] (11.3)

where \( \alpha_1, \alpha_2 \) are integers whose greatest common divisor is invertible modulo \( N \) such that \( 0 \leq \alpha_1, \alpha_2 < N \). \( \alpha_1/\alpha_2 \) represents the slope of the line. Then \( \hat{y} \), the DFT of \( y \), is a projection of \( \hat{X} \) onto this line. That is each point in \( \hat{y} \) is a summation of the \( N \) frequencies that lie on a discrete line orthogonal to \( y \) as shown in Figure 11-2. Specifically, the frequencies \( (f_1, f_2) \) that satisfy \( \alpha_1 f_1 + \alpha_2 f_2 = f \mod N \) will project together into the same bucket \( f \) and sum up to \( \hat{y}(f) \). Figure 11-2 shows some examples of discrete lines and their projections. Note that discrete lines from Equation 11.3 wrap around as can be seen in Figures 11-2(d),(e),(f) and hence bucketization can result in a pseudo random non-uniform sampling as shown in Figure 11-2(f). Also note that this can be extended to any number of dimensions. In that case, we can take projections of discrete lines, planes or hyper-planes.

The above procedure is based on the Fourier projection-slice theorem [20] and thus bears resemblance to the reduced dimensionality techniques and radial sampling [19, 33, 80, 164]. The important difference, however, is that the sampling defined by Equation 11.3 is performed on the Nyquist time domain grid of the full multidimensional experiment, while the traditional radial sampling is off-grid. As it is described in the next section, having all sampled point on the grid allows direct frequency estimation without resorting to the often problematic inverse Radon transform used in the traditional projection reconstruction [101].

Further, discrete projections can benefit from the complex virtual echo representation [122], which improves the sparsity. Specifically, for this representation, once we sample a discrete line passing through the origin \( (0, 0) \), we automatically obtain the samples of another discrete line which is symmetric to the first line with respect to one of the axes i.e. if we sample a line with slope \( \alpha_1/\alpha_2 \), we directly get the line with slope \( -\alpha_1/\alpha_2 \). For higher dimensions the gain is larger. If we sample a discrete line in a \( d \)-dimensional signal, we automatically get the samples of \( 2^d - 1 \) other discrete lines. For example, in 3D for a discrete line with slope \( (\alpha_1, \alpha_2, \alpha_3) \), we get the samples of three other discrete lines which are \( (-\alpha_1, \alpha_2, \alpha_3), (\alpha_1, -\alpha_2, \alpha_3), (\alpha_1, \alpha_2, -\alpha_3) \). Note that \( (-\alpha_1, -\alpha_2, \alpha_3) \) and \( (\alpha_1, \alpha_2, -\alpha_3) \) define the same projections and thus only one of these is needed.

**Choosing the Bucketization and Number of Buckets in NMR**

The choice of bucketization and number of buckets depends on the sparsity. If the signal has \( k \) non-zero frequency peaks, then the number of buckets in each bucketization should be at least \( O(k) \) or larger. The discrete projections and aliasing approaches give us a lot of flexibility in choosing the number of buckets. For example, in a 4D signal, if \( k \) is very large we can project on 2D discrete planes to get \( N^2 \) buckets or 3D discrete hyper-planes to get \( N^3 \) buckets. If \( k \) is small, we can project on 1D discrete lines to get \( N \) buckets. We can also combine discrete projections with aliasing to accommodate almost any value of \( k \). For example, we can project on sub-sampled lines as shown in Figures 11-3(a),(b) to get \( N/2 \) or \( N/3 \) buckets. We can also project on sub-sampled plane as shown in Figure 11-3(c) to get \( 2N \) buckets.
11.2.2 Multi-Dimensional Frequency Estimation

Here we describe the frequency estimation step we use in the context of NMR. Recall that in this step, for each of the occupied buckets we want to identify which frequencies created the energy in these buckets, and what are the values of these frequencies.

To identify the frequencies, we will use the voting based approach which we previously introduced in Chapters 1, 3 and 9. In this approach, occupied buckets vote for the frequencies that map to them. Since the spectrum is sparse, most of the buckets are empty and hence only few frequencies get votes each time. Because by definition the non-zero frequencies will end up in occupied buckets, they will get a vote every time we perform a new bucketization. In practice, a non-zero frequency may miss the votes in some of the bucketizations. This may happen when the corresponding spectral peak is very weak and/or is cancelled by superposition with a peak of the opposite sign. Such negative peaks may be present in the spectrum, for example, in case of the peak aliasing when the acquisition is started from half-dwell time. Nevertheless, after performing a few random bucketizations by using co-prime aliasing or discrete lines with different slopes, the non-zero frequencies will have the largest number of votes, which allows the algorithm to identify these frequencies. An illustrative example of this voting based estimation can be found in Section 9.5.2.

Now that we have a list of non-zero frequencies \((f_1, f_2)\), we want to estimate the values \(\hat{X}(f_1, f_2)\) of these frequencies. We may use a simple approach analogous to those used in the method of projection reconstruction [101]. It would estimate the value of each non-zero frequency as the median value of the different buckets to which this frequency was mapped across the different bucketizations. However, this approach may yield a poor reconstruction in the presence of noise.
and significant signal overlap. Instead, we can compute better estimates of the values of the non-zero frequencies by harnessing the fact that all these frequencies are defined at the same Nyquist grid. The values of the occupied buckets can be viewed as linear combinations of the values of the non-zero frequencies. Hence, we can construct a linear system of equations:

\[ A \mathbf{x} = \mathbf{b} \quad (11.4) \]

where the unknown vector \( \mathbf{x} \) corresponds to the values of the non-zero frequencies and the known vector \( \mathbf{b} \) corresponds to the values of the buckets. The matrix \( A \) is a sparse binary matrix that specifies which frequency values contribute to which buckets. In general, this system is over-determined since the number of occupied buckets can be as large as the number of non-zero frequencies times the number of bucketizations. Hence, the solution that minimizes the mean square error of the frequency values is:

\[ \mathbf{x}^* = A^\dagger \mathbf{b} \quad (11.5) \]

where \( A^\dagger \) is the pseudo inverse of \( A \). This approach of computing the values of non-zero frequencies is more robust to noise and can correct for errors by estimating the falsely presumed non-zero frequencies to near zero values. This comes at the cost of the additional computational complexity associated with computing the pseudo inverse. However, since the number of non-zero frequencies is small, the size of the matrix \( A \) is still small.

### 11.3 Materials and Methods

The 4D fully sampled BEST-HNCOCA [105] spectrum of 1.7 mM human ubiquitin sample (H2O/D2O 9:1, pH 4.6) was acquired at 25 °C on 800 MHz Bruker AVANCE III HD spectrometer equipped with 5 mm CP-TCI probe with the Nyquist grid of \( 16 \times 16 \times 16 \) complex time points (acquisition times 12 ms, 10 ms and 4.4 ms) for the \(^{15}\text{N}, \^{13}\text{CO} \) and \(^{13}\text{C} \alpha \) spectral dimensions, respectively. The amide region of the full reference 4D spectrum (9.7 -7.0 \text{H ppm}, 174 points) was processed using NMRPipe software [38]. For the Sparse Fourier Transform processing, only the directly detected dimension was processed in NMRPipe followed by extraction of the same amide region.

The hyper-complex time domain data were converted to the complex virtual echo (VE) representation [122] with dimensions \( 174 \times 32 \times 32 \times 32 \). Unlike the original hyper-complex data representation, the VE is directly amenable for the multi-dimensional Sparse Fourier Transform processing and improves the result of the reconstruction from the NUS data. However, the VE relies on the prior knowledge of the phase and requires the linear phase correction in the indirectly detect dimensions of the ND spectrum to be multiple of \( \pi \) (i.e. \( 0, \pi, 2\pi, \cdots \)).

Two independent sampling tables were generated using Discrete Line Projections given by Equation 11.3. Each of the tables contained 6 orthogonal projections, i.e. \((1, 0, 0), (0 1 0), (1 1 0), (1 0 1), (0 1 1), (1 1 1)\), and 16 projections obtained by random combinations of prime numbers less than 32 (i.e. \(0 1 2 3 5 7 11 13 17 23 29 31\)). As described in the theory, these 6 + 16 unique line projections were augmented by 7 + 48 symmetric projections, respectively, which resulted in total 77 line projections in the Sparse Fourier Transform calculations. In total, each
NUS data set included 2096 (6.4%) out of total 32K complex time domain points in the indirectly detected dimensions. Figure 11-4 shows a few examples of the obtained discrete line projections. The number of used samples or discrete lines depends on the sparsity of the 3D spectra. Since, for all 174 directly detected points, the same indirectly detected points are used, the minimum number of samples needed is bounded by the 3D sub-spectrum with the lowest sparsity, i.e. the largest part occupied by signals.

Although, the same discrete lines are used in all 3D sub-spectra, the cut-off threshold for selecting frequencies varies for different directly detected points. The Sparse Fourier Transform adaptively sets the cut-off threshold by ensuring that the system of linear equations in Equation 11.4 is well determined. This allows lowering the cut-off and thus improving sensitivity for regions with small number of signals. Finally, the Sparse Fourier Transform calculations were performed in MATLAB with the resulting spectrum exported to NMRPipe format for comparison with the reference spectrum.

11.4 Results

We demonstrate the Sparse Fourier Transform ability to reconstruct 4D HNCOCA spectrum using a NUS data set extracted from the complete experiment, which is acquired with $512 \times 16 \times 16 \times 16$ complex time points for the $^1$H, $^{15}$N, $^{13}$CO and $^{13}$C$_\alpha$ spectral dimensions, respectively. After conventional Fourier processing of the directly detected $^1$H dimension and extraction of the amide region 9.7 - 7.0 $^1$H ppm (174 points), the Discrete Line Projections which were used for bucketization selected 262 (6.4%) hyper complex time domain points in the indirectly detected dimensions.
In a real experiment, of course, only these selected data points need to be acquired, thus reducing the measurement time to 6.4% of the full experiment. The selected hyper-complex data points were converted to the complex virtual echo representation [53, 122], which contained $174 \times 2096$ points out of the full complex array with dimensions $174 \times 32 \times 32 \times 32$. Then, in the frequency domain, the Sparse Fourier Transform voting algorithm identified 10588 non-zero points, which correspond to approximately 100 peaks with 100 data points per peak in the 4D spectrum. In the resulting spectrum, only these non-zero intensities were stored, which constitute to less than 0.2% of the full reference spectrum.

The running time of the Sparse Fourier Transform is dominated by the time to compute the projections and perform the pseudo inverse. For the current experiment, the time to compute all projections in MATLAB is 0.25 ms and the time to perform the pseudoinverse is around 150 ms. CS based algorithms like IST would require between 10-100 iteration while performing a full FFT on 3D spectra and hence take between 30-300 ms. The computational advantage of the Sparse Fourier Transform is expected to increase for higher resolution and dimensions. However, a more thorough analysis of runtime would require implementing the Sparse Fourier Transform algorithm in C/ C++ and is thus is left for future work.

A few points are worth noting. First, the pseudoinverse matrix is computed separately for each point in the directly detected dimension. Thus, the size of this matrix depends on the number of peaks in each of the 3D spectra of indirectly detected dimensions as opposed to the number of peaks in the entire 4D spectrum. The pseudoinverse of the matrix used in our work (ca $2000 \times 250$), takes 0.15 sec. Hence, calculating the pseudoinverse fits well in to a desktop computer memory. Even for a more demanding case of quadruple matrix size required for a large system or NOESY type spectrum, the calculation will take less than 40 seconds per point in the directly detected spectral dimension. Second, the Sparse Fourier Transform can naturally benefit from prior knowledge about the dark regions in the spectrum in a similar manner to the SIFT method. For example, we can compute the pseudoinverse only for the peaks, which we want to estimate. We can also avoid collecting votes for frequencies we know do not contain energy.

Figure 11.5 illustrates the Sparse Fourier Transform reconstructed spectrum using two different approaches for the evaluation of the frequency values. Comparison of panels (a),(b) and (c),(d) in Figure 11.5 shows that the spectrum obtained using the matrix inversion from Equation 11.5 is very similar to the full reference spectrum. This visual impression is corroborated by the correlation in Figure 11.5(e) of the cross-peak intensities between the full reference and Sparse Fourier Transform reconstructed spectrum. It can be seen that most of the peaks found in the reference spectrum (red circles) are faithfully reproduced in the Sparse Fourier Transform reconstruction.

Results of spectral reconstructions from NUS may vary for different sampling schedules [12]. In order to check this, we calculated the Sparse Fourier Transform spectrum with an alternative set of randomly selected projections. The two independent Sparse Fourier Transform spectral reconstructions had comparable quality. Pairwise correlations between the peak intensities in the reference spectrum and in the two independent Sparse Fourier Transform reconstructions were very similar as can be seen in Figure 11-6. 98 peaks were detected in the reference spectrum using the peak-picker program from NMRPipe software [38] with the noise level of 0.01 (in the scale used in Figure 11-5(e),(f)) and peak detection threshold 0.05. Thanks to the high spectral sensitiv-
Figure 11-5: **NMR Reconstruction Results:** 4D BEST-HNCOCA spectrum of ubiquitin. Orthogonal $^1$H/$^{15}$N (a, b) and (c, d) $^{13}$CO/$^{13}$C\textsubscript{\alpha} projections of fully sampled and FFT processed (a, c) and 6.4\% NUS processed with the Sparse Fourier Transform (b, d). (e, f) Correlation of peak intensities measured in the full reference spectrum (abscissa) and the Sparse Fourier Transform reconstruction (ordinate) using the matrix inversion (e) and median estimation (f). Dark red circles and blue crosses show intensities measured at the positions of peaks picked in the reference and Sparse Fourier Transform spectra, respectively.
Figure 11-6: **Correlation of Peak Intensities in 4D BEST-HNCOCA Spectrum of Ubiquitin.**
(a) the peak intensities were measured in the full reference spectrum (abscissa) and the Sparse Fourier Transform reconstruction (ordinate) using the matrix inversion method obtained using a different set of samples from Figure 11-5. Dark red circles and blue crosses show intensities measured at the positions of peaks picked in the reference and Sparse Fourier Transform spectra, respectively. (b) Correlation of peak intensities measured in two Sparse Fourier Transform reconstructions calculated using different set of randomly selected projections.

Practical sensitivity in a spectrum can be defined as a level of reliable signal detection, i.e. separation of true signals from noise and spectral artefacts. The weakest detected peak in the reference spectrum has intensity 0.12. Out of total 98, five weakest peaks with intensity up to 0.25 were lost in the Sparse Fourier Transform reconstruction. No peaks above this level were missing. The observed decrease of the sensitivity seems reasonable considering that duration of the Sparse Fourier Transform experiment is only 6.4% of the reference and thus up to four times drop of sensitivity is expected for the Sparse Fourier Transform reconstruction.

11.5 **Discussion**

In the Sparse Fourier Transform voting algorithm, the frequency detection is limited by the sensitivity in the individual projections, whose measurement time was 1/77 of the total Sparse Fourier Transform experiment time. On the other hand, combined analysis of many projections provides efficient cross-validation of the selected frequencies and allows lowering of the detection threshold in the individual projections as can be seen in Figure 11-6. Similar to the geometric...
analysis of projections (GAPRO) algorithm in APSY [80], the Sparse Fourier Transform voting procedure, recovers large part of the sensitivity that is lost due to short measurement time of the projections. It should be noted also that in Sparse Fourier Transform, the purpose of the frequency identification voting algorithm is not to find peaks but to select frequencies, which are worth for the evaluation. The detection limit corresponds to a trade-off between the number of points selected for the evaluation and the requirements for low computational complexity and data storage. Thus, lowering of the detection threshold does not lead to many additional false peaks but only increases the computational complexity and storage. Whatever threshold level is used, the weakest peaks are inevitably lost at the frequency identification step of the Sparse Fourier Transform algorithm and consequently have zero intensities in the Sparse Fourier Transform reconstruction. Thus, the Sparse Fourier Transform, as well as many other NUS processing methods, should be used with caution for spectra with high dynamic range and when detection of the peaks close to the signal-to-noise limit is important, e.g. for NOESY’s.

The correlation for the peaks picked in the Sparse Fourier Transform spectrum is shown in Figure 11-5(e), (f) with blue crosses. The peaks were detected by NMRPipe peak-picker with the same noise and detection threshold parameters as for the reference spectrum. This plot is intended for revealing peaks in the Sparse Fourier Transform reconstruction that are not present in the reference spectrum, i.e. false positives. As it is seen in Figure 11-5(e), (f), while the median algorithm for the frequency evaluation resulted in many false peaks, no false peaks were detected when the Sparse Fourier Transform reconstruction was obtained using the matrix inversion method. As expected, the median method also provided less accurate peak intensities. Notably, both methods evaluate intensity of the same set of frequencies, which are defined at the common frequency identification step of the Sparse Fourier Transform algorithms. Thus, the matrix inversion method effectively suppresses the false positive peaks.

Apart from the signals, which were identified by the peak-picker as peaks, the Sparse Fourier Transform spectrum obtained by the matrix inversion method contained a number of signals with intensities lower than the peak detection cut-off. In addition, there were several relatively low intensity (< 0.3) signals, which didn’t pass the peak quality checks as can be seen in the example in Figure 11-7. In most cases such signals were represented by only one point in two or more spectral dimensions. The reduced dimensionality data collection used by the Sparse Fourier Transform may be prone to false peak artefacts that are not, in general, the result of a method used to compute spectra, but are intrinsic for this type of data sampling [127], especially in the case of signals with high dynamic range. Thus, it is unlikely that the Sparse Fourier Transform will be able to produce reconstructions for small and medium size spectra that are better than the modern NUS-based techniques, such as CS. On the other hand, the computational and storage efficiency of the Sparse Fourier Transform are well suited for the large spectra, i.e. 4Ds and above, where the full spectral reconstructions and computationally demanding algorithms often fail while methods based on the radial sampling (e.g. APSY) are efficiently used. For example we envisage that Sparse Fourier Transform will be instrumental in high-dimensional spectra of the Intrinsically Disordered Proteins that often exhibit long transverse relaxation times and heavy peak overlap [129].

Typically, the number of cross-peaks does not increase with spectrum dimensionality and resolution. Consequently, the number of non-zero frequencies, which is related to the number of cross-
Figure 11-7: Cα-N Plane from the 4D BEST-HNCOCA Experiment: (a) the Sparse Fourier Transform reconstruction, (b) the reference spectrum. The planes are plotted at the same contour level. The first contour is drawn at the level of 0.01 at the scale of Figure 11-5(e),(f). In (a), two colored peaks exemplify true (left) and false (right) signals. In (a), the peaks appearance in the preceding and subsequent planes in the directly detected HN dimension is indicated by gray contours. The dashed gray circles indicate absence of the peaks in the adjacent planes. The false peak, which has relatively low intensity (0.2), was not picked by the peak-picker, because it has the distorted line shape and is represented only by a single point in the directly detected dimension. The true peak has the maximum in the second subsequent plane and was picked there in both the reference and Sparse Fourier Transform spectra.

Another good feature of the technique is that the data sampling using the discrete line projections and voting algorithm used by the Sparse Fourier Transform for the identification of non-zero frequencies are fully compatible with the optimization by incremental data collection and analysis [44, 94]. For example we can envisage an approach where an experiment is continued until the list of identified frequencies stabilizes and reaches a plateau. Thus, the number of projections can be adjusted for every experiment.

11.6 Conclusion

From the NMR perspective, the Sparse Fourier Transform for the first time combines the best features of so far distinctly different approaches known as reduced dimensionality and compressed sensing. The former is robust and computationally very efficient, the later provides highest quality spectral reconstructions. In this chapter, we presented the NMR tailored version of the Sparse Fourier Transform algorithm and demonstrated its performance for 4D BEST-HNCOCA spectrum of ubiquitin.
Chapter 12

Conclusion

The widespread use of the Fourier transform coupled with the emergence of big data applications has generated a pressing need for new algorithms that compute the Fourier transform in sublinear time, faster than the FFT algorithm. This thesis addresses this need by developing the Sparse Fourier Transform algorithms and building practical systems that use these algorithms to solve key problems in the areas of wireless networks, mobile systems, computer graphics, medical imaging, biochemistry and digital circuits.

The Sparse Fourier Transform algorithms are a family of sublinear time algorithms that leverage the sparsity of the signals in the frequency domain to compute the Fourier transform faster than the FFT. The thesis presents state-of-the-art algorithms with the lowest runtime complexity known to date. Specifically, these algorithms run in $O(k \log n)$ time for exactly sparse signals and $O(k \log n \log (n/k))$ time for approximately sparse signals. The algorithms are faster than FFT, which has a runtime of $O(n \log n)$, for any sparsity $k = o(n)$. The thesis also presents algorithms with the optimal sampling complexity for average case inputs. These algorithms use the minimum number of input samples, i.e., $O(k)$ samples for exactly sparse signals and $O(k \log n)$ samples for approximately sparse signals, and hence reduce acquisition cost.

The thesis also develops software and hardware systems that leverage the Sparse Fourier Transform to address challenges in practical applications. Specifically, in the area of wireless networks, the thesis shows how to use commodity hardware to build a wireless receiver that captures GHz-wide signals that are $6 \times$ larger than its digital sampling rate. The thesis also show how to design a GPS receiver that consumes $2 \times$ lower power on mobile systems. In the area of computer graphics, the thesis demonstrates that reconstructing light field images using the Sparse Fourier Transform reduces sampling requirements and improves image reconstruction quality. The thesis also shows how the Sparse Fourier Transform can be used to generate clearer MRS images while reducing the time the patient spends in an MRI machine. In the area of biochemistry, the thesis demonstrates that the Sparse Fourier Transform can reduce an NMR experiment time by $16 \times$. Finally, the thesis presents a Sparse Fourier Transform chip that delivers the largest Fourier transform chip to date for sparse data while consuming $40 \times$ less power than traditional FFT chips.

This thesis lays the foundational grounds of the Sparse Fourier Transform. It develops a theoretical and practical framework which researchers can use and build on to improve the performance of their specific applications.
12.1 Future Directions

Looking forward, the Sparse Fourier Transform can help address further challenges in building practical systems that benefit many more applications, beyond what has been demonstrated in this thesis. Below we highlight some of the future applications of the Sparse Fourier Transform.

- **Discovering the Brain’s Connectivity:** Understanding the structure and function of the connections between neurons in the brain is a major ongoing research project. High dimensional MRI tests like 6D diffusion MRI enable discovering the communication channels between different parts of the brain. However, going to higher dimensions requires collecting more data, which translates into the patient spending much longer time in the MRI machine. Similar to MRS, diffusion MRI data is sparse in the frequency domain. Hence, the Sparse Fourier Transform can help enable high dimensional MRI tests using very few sub-samples of the data to reduce the time the patient spends in the machine.

- **Optical Coherence Tomography (OCT):** OCT is an established medical imaging technique that uses optical scattering in biological tissues to provide diagnostic images of the eye, the retina, the coronary arteries, the face, and the finger tips. OCT generates a lot of data which makes it difficult to provide the images to doctors in realtime. However, OCT images are generated in the frequency domain which is typically sparse and hence can benefit from the Sparse Fourier Transform to quickly process the data and generate the medical images in realtime.

- **DNA Sequencing:** The post processing of DNA sequencing data is typically very computational intensive and there are many attempts in computational biology to create faster processing tools. Applications like antibody sequence alignment require finding the right genes that match the DNA sequence and discovering where each gene starts in the sequence. This problem is very similar to the GPS code alignment problem from Chapter 8 and hence it can benefit from the Sparse Fourier Transform to speed up the sequence alignment problem.

- **Radio Astronomy:** The Square Kilometer Array (SKA) is a radio telescope in development in Australia and South Africa. It spreads over an area of one square kilometer providing the highest resolution images ever captured in astronomy. To generate images of the sky, SKA performs a Fourier transform over the sampled data. However, the amount of incoming data will be larger than terabytes per second which is hard to process with today’s computational power. The output images are sparse since at any point in time there are few events occurring in the universe. Thus, the Sparse Fourier Transform can help generate these images much faster than FFT which significantly reduces the required computational load.

- **Wireless Localization:** Antenna arrays have become the key component in localizing RF devices in a variety of applications such as indoor navigation and location-based marketing. In these systems, a Fourier transform is computed across the samples from the antennas in order to identify the spatial direction along which a wireless signal arrives. Large antenna arrays provide high resolution in measuring the angle of arrival but are very costly since they require a large number of synchronized RF-receivers. The direction of arrival of wireless signals is
typically sparse and hence we can use the Sparse Fourier Transform to subsample the antennas and reduce the number of receivers needed compute the direction of arrival.

- **Radar Systems:** Radar chirps are signals in which the frequency sweeps over the bandwidth of operation during a given time period. Detecting and acquiring chirps transmitted by an unknown source is a challenging problem in radar. Since the parameters of the chirp are unknown, it is hard to capture the signal. For example, if we do not know the frequency which the chirp is sweeping, the chirp can be anywhere in a multi-GHz spectrum but only sweeping over few MHz of bandwidth. Moreover, if we do not know the sweeping function of chirp (e.g. the slope of linear sweep), we cannot pick the right time window over which we should perform the Fourier transform. Chirps, however, are extremely sparse in frequency domain. Exploiting this sparsity would allow us to design radar acquisition systems with lower computational overhead and the high accuracy.

In addition to the above applications, the Sparse Fourier Transform can be leveraged to speed up processes like feature extraction in speech recognition, optical proximity correction (OPC) in computational lithography, seismic data analysis in oil and gas exploration, analysis of boolean functions, proximity queries in databases, anomaly detection in data centers, as well as many more applications.
Appendix A

Proofs

A.1 Proof of Lemma 3.2.1

Lemma 3.2.1 Let $S$ be the support of the largest $k$ coefficients of $\hat{x}$, and $\hat{x}_{-S}$ contain the rest. Then for any $\epsilon \leq 1$,

$$\Pr_{\sigma,\tau,b} \left[ |\hat{x}'_i - \hat{x}_i|^2 \geq \frac{\epsilon}{k} \|\hat{x}_{-S}\|_2^2 + 3\delta^2 \|\hat{x}\|_1^2 \right] < O \left( \frac{k}{\epsilon B} \right).$$

Proof. By the definitions in Section 2.2,

$$\hat{x}' = \hat{z}_{\sigma,\tau,b}(i) \omega^{-\tau i} \Gamma_{\omega b}(i) = \hat{y}_{\sigma(i-b) - \omega b}(i) \omega^{-\tau i} / \Gamma_{\omega b}(i).$$

Consider the case that $\hat{x}$ is zero everywhere but at $i$, so $\text{supp}(\hat{P}_{\sigma,\tau,b} \hat{x}) = \{\sigma(i-b)\}$. Then $\hat{y}$ is the convolution of $\hat{G}$ and $\hat{P}_{\sigma,\tau,b} \hat{x}$, and $\hat{G}$ is symmetric, so

$$\hat{y}_{\sigma(i-b) - \omega b}(i) = (\hat{G} * \hat{P}_{\sigma,\tau,b} \hat{x})_{\sigma(i-b) - \omega b}(i) = \hat{G}_{\sigma(i-b) - \omega b}(i) \hat{P}_{\sigma,\tau,b} \hat{x}_{\sigma(i-b)}$$

which shows that $\hat{x}'_i = \hat{x}_i$ in this case. But $\hat{x}'_i - \hat{x}_i$ is linear in $\hat{x}$, so in general we can assume $\hat{x}_i = 0$ and bound $|\hat{x}'_i|$. Since $|\hat{x}'_i| = |\hat{z}_{\sigma,\tau,b}(i) / \Gamma_{\omega b}(i)| < |\hat{z}_{\sigma,\tau,b}(i)| / (1 - \delta) = |\hat{y}_{\sigma(i-b) - \omega b}(i)| / (1 - \delta)$, it is sufficient to bound $|\hat{y}_{\sigma(i-b) - \omega b}(i)|$. 
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Define $T = \{ j \in [n] \mid \sigma(i - b - j) \in [-2n/B, 2n/B]\}$. We have that

$$\| \hat{g}_{\sigma(i - b) - o_\sigma(i)} \|^2 = \left| \sum_{t=0}^{n-1} \left( \hat{P}_{\sigma, \tau, b} x \right)_t \hat{G}_{\sigma(i - b) - t - o_\sigma(i)} \right|^2$$

$$= \left| \sum_{j=0}^{n-1} (\hat{P}_{\sigma, \tau, b} x)_j \hat{G}_{\sigma(i - b) - j - o_\sigma(i)} \right|^2$$

$$\leq 2 \left| \sum_{j \in T} (\hat{P}_{\sigma, \tau, b} x)_j \hat{G}_{\sigma(i - b) - j - o_\sigma(i)} \right|^2 + 2 \left| \sum_{j \notin T} (\hat{P}_{\sigma, \tau, b} x)_j \hat{G}_{\sigma(i - b) - j - o_\sigma(i)} \right|^2$$

$$\leq 2(1 + \delta^2) \left| \sum_{j \in T} (\hat{P}_{\sigma, \tau, b} x)_j \right|^2 + 2\delta^2 \left| \sum_{j \notin T} (\hat{P}_{\sigma, \tau, b} x)_j \right|^2$$

In the last step, the left term follows from $|\hat{G}_a| \leq 1 + \delta$ for all $a$. The right term is because for $j \notin T$, $|\sigma(i - b - j) - o_\sigma(i)| \geq |\sigma(i - b) - j| - |o_\sigma(i)| > 2n/B - n/(2B) > n/B$, and $|\hat{G}_a| \leq \delta$ for $|a| > n/B$. By Claim 2.2.6, this becomes:

$$\| \hat{g}_{\sigma(i - b) - o_\sigma(i)} \|^2 \leq 2(1 + \delta^2) \left| \sum_{j \in T} \hat{x}_j \omega^{\tau \sigma j} \right|^2 + 2\delta^2 \| \hat{x} \|^2_1.$$
Thus it is sufficient to show that, with probability at least 

\[ \Pr_{\sigma, b, \tau} \left[ V > 8 \frac{C}{B} \| \hat{x}_i \|_2^{2} \right] \leq \Pr_{\sigma, b, \tau} \left[ E = 0 \cup EV > C \mathbb{E}_\sigma [EV] \right] \leq \frac{8k}{B} + 1/C. \]

Hence

\[ \Pr_{\sigma, b, \tau} \left[ \| \hat{y}_{\sigma(b) - \sigma(b, i)} - \hat{x}_i \|_2^{2} \geq 16 \frac{C}{B} (1 + \delta)^2 \| \hat{x}_i \|_2^{2} + 2\delta^2 \| \hat{x}_i \|_1^{2} \right] < \frac{8k}{B} + 1/C. \]

Replacing \( C \) with \( \epsilon B/(32k) \) and using \( |\hat{x}_i' - \hat{x}_i| < |\hat{y}_{\sigma(b) - \sigma(b, i)}|/(1 - \delta) \) gives

\[ \Pr_{\sigma, b, \tau} \left[ |\hat{x}_i' - \hat{x}_i| \geq \frac{\epsilon}{2k} \left( \frac{1 + \delta}{1 - \delta} \right)^2 \| \hat{x}_i \|_2^{2} + \frac{2}{1 - \delta} \delta^2 \| \hat{x}_i \|_1^{2} \right] < (8 + 32/\epsilon) \frac{k}{B}. \]

which implies the result. \( \square \)

### A.2 Proof of Lemma 3.2.2

**Lemma 3.2.2** Define \( E = \sqrt{\frac{\epsilon}{k}} \| \hat{x}_i \|_2^{2} + 3\delta^2 \| \hat{x}_i \|_1^{2} \) to be the error tolerated in Lemma 3.2.1. Then for any \( i \in [n] \) with \( |\hat{x}_i| \geq 4E \),

\[ \Pr[i \notin I] \leq O \left( \frac{k}{\epsilon B} + \frac{1}{\epsilon d} \right) \]

**Proof.** With probability at least \( 1 - O(\frac{\epsilon}{\epsilon d}) \), \( |\hat{x}_i'| \geq |\hat{x}_i| - E \geq 3E \). In this case \( |\hat{x}_i| \geq 3(1 - \delta)E \). Thus it is sufficient to show that, with probability at least \( 1 - O(\frac{1}{\epsilon d}) \), there are at most \( dk \) locations \( j \in [B] \) with \( |\hat{x}_j| \geq 3(1 - \delta)E \). Since each \( \hat{x}_j \) corresponds to \( n/B \) locations in \( [n] \), we will show that with probability at least \( 1 - O(\frac{1}{\epsilon d}) \), there are at most \( dkn/B \) locations \( j \in [n] \) with \( |\hat{x}_j'| \geq 3(1 - \delta)^2 E \).

Let \( U = \{ j \in [n] \mid |\hat{x}_j| \geq E \} \), and \( V = \{ j \in [n] \mid |\hat{x}_j' - \hat{x}_j| \geq E \} \). Therefore \( \{ j \in [n] \mid |\hat{x}_j'| \geq 2E \} \subseteq U \cup V \). Since \( 2 \leq 3(1 - \delta)^2 \), we have

\[ |\{ j \mid |\hat{x}_j'| \geq 3(1 - \delta)^2 E \}| \leq |U \cup V|. \]

We also know

\[ |U| \leq k + \frac{\| x - S \|_2^2}{E^2} \leq k(1 + 1/\epsilon) \]

and by Lemma 3.2.1,

\[ \mathbb{E}[| V |] \leq O \left( \frac{kn}{\epsilon B} \right). \]
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Thus by Markov’s inequality \( \Pr[|V| \geq \frac{1}{2}dk \frac{n}{B}] \leq O\left(\frac{1}{\epsilon d}\right) \), or
\[
\Pr[|U \cup V| \geq \frac{1}{2}dk \frac{n}{B} + k(1 + 1/\epsilon)] \leq O\left(\frac{1}{\epsilon d}\right).
\]
Since the RHS is only meaningful for \( d = \Omega(1/\epsilon) \) we can assume \( \frac{1}{2}dk \frac{n}{B} > k(1 + 1/\epsilon) \). Therefore
\[
\Pr[|U \cup V| \geq dk \frac{n}{B}] \leq O\left(\frac{1}{\epsilon d}\right).
\]
and thus
\[
\Pr[|\{j \in [B] | |\hat{z}_j| \geq 3(1-\delta)E\}| > kd] \leq O\left(\frac{1}{\epsilon d}\right).
\]
Hence a union bound over this and the probability that \( |\hat{x}'_i - \hat{x}_i| < E \) gives
\[
\Pr[i \notin I] \leq O\left(\frac{k}{\epsilon B} + \frac{1}{\epsilon d}\right)
\]
as desired. \( \square \)

### A.3 Proof of Lemma 4.2.4

**Lemma 4.2.4** Suppose \( B \) divides \( n \). The output \( \hat{u} \) of HASHTOBINS satisfies
\[
\hat{u}_j = \sum_{h_{a,b}(i)=j} \left( x - z \right)_1 \left( G'_{B,\delta,\alpha} \right)_{-a,b}(i) \omega^{a\sigma_1} \pm \delta \|\hat{x}\|_1.
\]
Let \( \zeta = |\{i \in \text{supp}(\zeta) | E_{\text{off}}(i)\}| \). The running time of HASHTOBINS is \( O\left(\frac{B}{\alpha} \log (n/\delta) + \|\hat{z}\|_0 + \zeta \log (n/\delta)\right) \).

**Proof.** Define the flat window functions \( G = G_{B,\delta,\alpha} \) and \( \hat{G}' = \hat{G}'_{B,\delta,\alpha} \). We have
\[
\hat{y} = G \cdot \hat{P}_{\sigma,a,b} x = \hat{G} \ast \hat{P}_{\sigma,a,b} x
\]
\[
\hat{y}' = \hat{G}' \ast \hat{P}_{\sigma,a,b} (x - z) + (\hat{G} - \hat{G}') \ast \hat{P}_{\sigma,a,b} x
\]
By Claim 2.2.6, the coordinates of \( \hat{P}_{\sigma,a,b} x \) and \( \hat{x} \) have the same magnitudes, just different ordering and phase. Therefore
\[
\|(\hat{G} - \hat{G}') \ast \hat{P}_{\sigma,a,b} x\|_\infty \leq \|\hat{G} - \hat{G}'\|_\infty \|\hat{P}_{\sigma,a,b} x\|_1 \leq \delta \|\hat{x}\|_1
\]
and hence
\[
\hat{u}_j = y_{jn/B} = \sum_{|i|<n/(2B)} \hat{G}'_{-l}(P_{\sigma,a,b}(x-z))_{jn/B+l} \pm \delta \|\hat{x}\|_1
\]
\[
= \sum_{|\pi_{\sigma,b}(i)-jn/B|<n/(2B)} \hat{G}'_{jn-B-\pi_{\sigma,b}(i)}(P_{\sigma,a,b}(x-z))_{\pi_{\sigma,b}(i)} \pm \delta \|\hat{x}\|_1
\]
\[
= \sum_{h_{\sigma,b}(i)=j} \hat{G}'_{-\alpha_{\sigma,b}(i)}(x-z) i \omega^{\alpha i} \pm \delta \|\hat{x}\|_1
\]
as desired.

We can compute HASHTOBINS via the following method:

1. Compute \( y \) with \( \|y\|_0 = O\left( \frac{B}{\alpha} \log\left( \frac{n}{\delta} \right) \right) \) in \( O\left( \frac{B}{\alpha} \log\left( \frac{n}{\delta} \right) \right) \) time.
2. Compute \( v \in \mathbb{C}^B \) given by \( v_i = \sum_j y_{i+jB} \).
3. Because \( B \) divides \( n \), by the definition of the Fourier transform (see also Claim 2.2.8 from Chapter 3) we have \( \hat{y}_{jn/B} = \hat{v}_j \) for all \( j \). Hence we can compute it with a \( B \)-dimensional FFT in \( O(B \log B) \) time.
4. For each coordinate \( i \in \text{supp}(\hat{z}) \), decrease \( \hat{y}_{h_{\sigma,b}(i)} \) by \( \hat{G}'_{-\alpha_{\sigma,b}(i)}(x-z) i \omega^{\alpha i} \pm \delta \|\hat{x}\|_1 \). This takes \( O(\|\hat{z}\|_0 + \zeta \log(n/\delta)) \) time, since computing \( \hat{G}'_{-\alpha_{\sigma,b}(i)} \) takes \( O(\log(n/\delta)) \) time if \( E_{\text{off}}(i) \) holds and \( O(1) \) otherwise.

\[ \Box \]

### A.4 Proof of Lemma 4.2.5

**Lemma 4.2.5** Consider any \( i \in S \) such that neither \( E_{\text{coll}}(i) \) nor \( E_{\text{off}}(i) \) holds. Let \( j = h_{\sigma,b}(i) \). Then

\[
\text{round}(\phi(\hat{u}_j/\hat{u}'_j) \frac{n}{2\pi}) = \sigma i \pmod{n},
\]
\[
\text{round}(\hat{u}_j) = \hat{x}_i - \hat{z}_i,
\]
and \( j \in J \).

**Proof.** We know that \( \|\hat{x}\|_1 \leq k \|\hat{x}\|_\infty \leq kL < nL \). Then by Lemma 4.2.4 and \( E_{\text{coll}}(i) \) not holding,

\[
\hat{u}_j = (x-z)_i \hat{G}'_{-\alpha_{\sigma,b}(i)} \pm \delta nL.
\]

Because \( E_{\text{off}}(i) \) does not hold, \( \hat{G}'_{-\alpha_{\sigma,b}(i)} = 1 \), so

\[
\hat{u}_j = (x-z)_i \pm \delta nL. \tag{A.1}
\]

Similarly,

\[
\hat{u}'_j = (x-z)_i \omega^{\sigma i} \pm \delta nL.
\]
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Then because $\delta nL < 1 \leq \left| \frac{x - z}{n} \right|$, the phase is

$$\phi(\hat{u}_j) = 0 \pm \sin^{-1}(\delta nL) = 0 \pm 2\delta nL$$

and $\phi(\hat{u}_j') = -\sigma i \frac{2\pi}{n} \pm 2\delta nL$. Thus $\phi(\hat{u}_j \hat{u}_j') = \sigma i \frac{2\pi}{n} \pm 4\delta nL = \sigma i \frac{2\pi}{n} \pm 1/n$ by the choice of $\delta$. Therefore

$$\text{round}(\phi(\hat{u}_j \hat{u}_j') \frac{n}{2\pi}) = \sigma i \pmod{n}.$$ 

Also, by Equation (A.1), $\text{round}(\hat{u}_j) = \hat{x}_i - \hat{z}_i$. Finally, $|\text{round}(\hat{u}_j)| = |\hat{x}_i - \hat{z}_i| \geq 1$, so $|\hat{u}_j| \geq 1/2$. Thus $j \in J$. □

### A.5 Proof of Lemma 4.3.2

**Lemma 4.3.2** Let $a \in [n]$ uniformly at random, $B$ divide $n$, and the other parameters be arbitrary in

$$\hat{u} = \text{HASHTOBINS}(x, \hat{z}, P_{\sigma,a,b}, B, \delta, \alpha).$$

Then for any $i \in [n]$ with $j = h_{\sigma,b}(i)$ and none of $E_{\text{coll}}(i), E_{\text{off}}(i)$, or $E_{\text{noise}}(i)$ holding,

$$\mathbb{E}\left[|\hat{u}_j - \hat{x}_i^i \omega^{a\sigma_1}|^2\right] \leq 2 \frac{\rho^2}{\alpha B}$$

*Proof*. Let $\widehat{G}' = \widehat{G}'_{B,\delta,\alpha}$. Let $T = h_{\sigma,b}^{-1}(j) \setminus \{i\}$. We have that $T \cap S = \emptyset$ and $G'_{-o_{\alpha,b}(i)} = 1$. By Lemma 4.2.4,

$$\hat{u}_j - \hat{x}_i^i \omega^{a\sigma_1} = \sum_{i' \in T} \widehat{G}'_{-o_{\sigma}(i')} \hat{x}_i^i' \omega^{a\sigma_1'} \pm \delta \|\hat{x}\|_1.$$ 

Because the $\sigma i'$ are distinct for $i' \in T$, we have by Parseval’s theorem

$$\mathbb{E}_{a} \left[ \sum_{i' \in T} \widehat{G}'_{-o_{\sigma}(i')} \hat{x}_i^i' \omega^{a\sigma_1'} \right]^2 = \sum_{i' \in T} (\widehat{G}'_{-o_{\sigma}(i')} \hat{x}_i^i')^2 \leq \|\hat{x}_T\|^2_2.$$ 

Since $|X + Y|^2 \leq 2 |X|^2 + 2 |Y|^2$ for any $X, Y$, we get

$$\mathbb{E}_{a} \left[ |\hat{u}_j - \hat{x}_i^i \omega^{a\sigma_1}|^2 \right] \leq 2 \|\hat{x}_T\|^2_2 + 2\delta^2 \|\hat{x}\|_1^2 \leq 2 \frac{\rho^2}{\alpha B}.$$ 

□
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A.6 Proof of Lemma 4.3.4

Lemma 4.3.4 Let \( i \in S \). Suppose none of \( E_{col}(i) \), \( E_{off}(i) \), and \( E_{noise}(i) \) hold, and let \( j = h_{\sigma,b}(i) \). Consider any run of \( \text{LOCATEINNER} \) with \( \pi_{\sigma,b}(i) \in [l'_j, l'_j + w] \). Let \( f > 0 \) be a parameter such that

\[
B = \frac{Ck}{\alpha f \epsilon}.
\]

for \( C \) larger than some fixed constant. Then \( \pi_{\sigma,b}(i) \in [l'_j, l'_j + 4w/t] \) with probability at least \( 1 - tf^{\Omega(R_{loc})} \).

Proof. Let \( \tau = \pi_{\sigma,b}(i) \equiv \sigma(i - b) \) (mod \( n \)), and for any \( j \in [n] \) define

\[
\theta_j^* = \frac{2\pi}{n}(j + \sigma b) \pmod{2\pi}
\]

so \( \theta_j^* = \frac{2\pi}{n}\sigma i \). Let \( g = \Theta(f^{1/3}) \), and \( C' = \frac{B_{\alpha\epsilon}}{k} = \Theta(1/g^3) \).

To get the result, we divide \( [l_j, l_j + w] \) into \( t \) “regions”, \( Q_q = [l_j + \frac{q-1}{t}w, l_j + \frac{q}{t}w] \) for \( q \in [t] \). We will first show that in each round \( r \), \( c_j \) is close to \( \beta \theta_j^* \) with \( 1 - g \) probability. This will imply that \( Q_q \) gets a “vote,” meaning \( v_{j,q} \) increases, with \( 1 - g \) probability for the \( q' \) with \( \tau \in Q_{q'} \). It will also imply that \( v_{j,q} \) increases with only \( g \) probability when \( |q - q'| > 3 \). Then \( R_{loc} \) rounds will suffice to separate the two with \( 1 - t f^{\Omega(R_{loc})} \) probability. We get that with \( 1 - t f^{\Omega(R_{loc})} \) probability, the recovered \( Q^* \) has \( |q - q'| \leq 3 \) for all \( q \in Q^* \). If we take the minimum \( q \in Q^* \) and the next three subregions, we find \( \tau \) to within 4 regions, or \( 4w/t \) locations, as desired.

In any round \( r \), define \( \tilde{u} = \tilde{u}^{(r)} \) and \( a = a_r \). We have by Lemma 4.3.2 and that \( i \in S \) that

\[
\mathbb{E}
\left|
\tilde{u}_j - \omega^{a_{\sigma i}} \tilde{x}'_i
\right|
\leq 2 \frac{\rho^2}{\alpha B}
= \frac{2k}{B_{\alpha\epsilon}} \mu^2
= \frac{2}{C'\mu^2} \leq \frac{2}{C'\mu} |\tilde{x}'_i|.
\]

Note that \( \phi(\omega^{a_{\sigma i}}) = -a \theta_j^* \). Thus for any \( p > 0 \), with probability \( 1 - p \) we have

\[
|| \tilde{u}_j - \omega^{a_{\sigma i}} \tilde{x}'_i || \leq \sqrt{\frac{2}{C'p}} |\tilde{x}'_i|
\]

\[
|| \phi(\tilde{u}_j) - (\phi(\tilde{x}'_i) - a \theta_j^*) || \leq \sin^{-1}(\frac{2}{C'p})
\]

where \( ||x - y|| = \min_{\gamma \in \mathbb{Z}} |x - y + 2\pi \gamma| \) denotes the “circular distance” between \( x \) and \( y \). The analogous fact holds for \( \phi(u_{j}') \) relative to \( \phi(\tilde{x}'_i) - (a + \beta) \theta_j^* \). Therefore with at least \( 1 - 2p \)
probability,

\[ \|c_j - \beta \theta^*_\tau\|\circ = \|\phi(\hat{u}_j) - \phi(\hat{u}'_j) - \beta \theta^*_\tau\|\circ \]

\[ = \left\| \left( \phi(\hat{u}_j) - (\phi(\hat{x}'_i) - a \theta^*_\tau) \right) - \left( \phi(\hat{u}'_j) - (\phi(\hat{x}'_i) - (a + \beta) \theta^*_\tau) \right) \right\|\circ \]

\[ \leq \|\phi(\hat{u}_j) - (\phi(\hat{x}'_i) - a \theta^*_\tau)\|\circ + \|\phi(\hat{u}'_j) - (\phi(\hat{x}'_i) - (a + \beta) \theta^*_\tau)\|\circ \]

\[ \leq 2 \sin^{-1}\left(\sqrt{\frac{2}{C'p}}\right) \]

by the triangle inequality. Thus for any \( s = \Theta(g) \) and \( p = \Theta(g) \), we can set \( C' = \frac{2}{p \sin^2(s\pi/4)} = \Theta(1/g^3) \) so that

\[ \|c_j - \beta \theta^*_\tau\|\circ < s\pi/2 \]

(A.2)

with probability at least \( 1 - 2p \).

Equation (A.2) shows that \( c_j \) is a good estimate for \( i \) with good probability. We will now show that this means the appropriate “region” \( Q_{q'} \) gets a “vote” with “large” probability.

For the \( q' \) with \( \tau \in [l_j + q'^{-1} w, l_j + q' w] \), we have that \( m_{j,q'} = l_j + q'^{-1/2} w \) satisfies

\[ |\tau - m_{j,q'}| \leq \frac{w}{2t} \]

so

\[ |\theta^*_\tau - \theta_{j,q'}| \leq \frac{2\pi w}{n \cdot 2t}. \]

Hence by Equation (A.2), the triangle inequality, and the choice of \( B \leq \frac{sn\pi}{2w} \),

\[ \|c_j - \beta \theta_{j,q'}\|\circ \leq \|c_j - \beta \theta^*_\tau\|\circ + \|\beta \theta^*_\tau - \beta \theta_{j,q'}\|\circ \]

\[ < \frac{s\pi}{2} + \frac{\beta \pi w}{nt} \]

\[ \leq \frac{s\pi}{2} + \frac{sn}{2} \]

\[ = s\pi. \]

Thus, \( v_{j,q'} \) will increase in each round with probability at least \( 1 - 2p \).

Now, consider \( q \) with \( |q - q'| > 3 \). Then \( |\tau - m_{j,q}| \geq \frac{7w}{2t} \), and (from the definition of \( \beta > \frac{sn}{4w} \) ) we have

\[ \beta |\tau - m_{j,q}| \geq \frac{7sn}{8} > \frac{3sn}{4}. \]

(A.3)

We now consider two cases. First, suppose that \( |\tau - m_{j,q}| \leq \frac{w}{st} \). In this case, from the definition of \( \beta \) it follows that

\[ \beta |\tau - m_{j,q}| \leq n/2. \]
Together with Equation (A.3) this implies
\[
\Pr[\beta(\tau - m_{j,q}) \mod n \in [-3sn/4,3sn/4]] = 0.
\]

On the other hand, suppose that \(|\tau - m_{j,q}| > \frac{w}{st} \). In this case, we use Lemma 4.3.3 with parameters \(l = 3sn/2, m = \frac{sn t}{2w}, t = \frac{sn}{4w}, i = (\tau - m_{j,q})\) and \(n = n\), to conclude that
\[
\Pr[\beta(\tau - m_{j,q}) \mod n \in [-3sn/4,3sn/4]] \leq \frac{4w}{snt} + 2\frac{|\tau - m_{j,q}|}{n} + 3s + \frac{3sn st}{2w} \frac{4w}{snt} \\
\quad \leq \frac{4w}{snt} + \frac{2w}{n} + 9s \\
\quad < \frac{6}{sB} + 9s \\
\quad < 10s
\]
where we used that \(|i| \leq w \leq n/B\), the assumption \(\frac{w}{st} < |i|, t \geq 1, s < 1\), and that \(s^2 > 6/B\) (because \(s = \Theta(g)\) and \(B = \omega(1/g^3)\)).

Thus in either case, with probability at least \(1 - 10s\) we have
\[
\|\beta \theta_{j,q} - \beta \theta^*_\tau\|_\infty = \frac{2\pi \beta (m_{j,q} - \tau)}{n} > \frac{2\pi 3sn}{n} 4 = \frac{3}{2} s \pi
\]
for any \(q\) with \(|q - q'| > 3\). Therefore we have
\[
\|c_j - \beta \theta_{j,q}\|_\infty \geq \|\beta \theta_{j,q} - \beta \theta^*_\tau\|_\infty - \|c_j - \beta \theta^*_\tau\|_\infty > s \pi
\]
with probability at least \(1 - 10s - 2p\), and \(v_{j,q}\) is not incremented.

To summarize: in each round, \(v_{j,q}\) is incremented with probability at least \(1 - 2p\) and \(v_{j,q}\) is incremented with probability at most \(10s + 2p\) for \(|q - q'| > 3\). The probabilities corresponding to different rounds are independent.

Set \(s = g/20\) and \(p = g/4\). Then \(v_{j,q}\) is incremented with probability at least \(1 - g\) and \(v_{j,q}\) is incremented with probability less than \(g\). Then after \(R_{loc}\) rounds, if \(|q - q'| > 3\),
\[
\Pr[v_{j,q} > R_{loc}/2] \leq \left(\frac{R_{loc}}{R_{loc}/2}\right) g^{R_{loc}/2} \leq (4g)^{R_{loc}/2} = f^{\Omega(R_{loc})}
\]
for \(g = f^{1/3}/4\). Similarly,
\[
\Pr[v_{j,q'} < R_{loc}/2] \leq f^{\Omega(R_{loc})}.
\]
Hence with probability at least \(1 - tf^{\Omega(R_{loc})}\) we have \(q' \in Q^*\) and \(|q - q'| \leq 3\) for all \(q \in Q^*\). But then \(\tau - l' \in [0, 4w/t]\) as desired.

Because \(E[|\{i \in \text{supp}(\hat{z}) | E_{off}(i)\}|] = \alpha \|\hat{z}\|_0\), the expected running time is \(O(R_{loc} Bt + R_{loc} \frac{B}{\alpha} \log(n/\delta) + R_{loc} \|\hat{z}\|_0(1 + \alpha \log(n/\delta)))\).
\[\square\]
A.7 Proof of Lemma 4.3.5

Lemma 4.3.5 Suppose \( B = \frac{Ck}{\alpha^2} \) for \( C \) larger than some fixed constant. The procedure LOCATESIGNAL returns a set \( L \) of size \(|L| \leq B\) such that for any \( i \in S\), \( \Pr[i \in L] \geq 1 - O(\alpha) \). Moreover the procedure runs in expected time

\[
O\left(\frac{B}{\alpha} \log(n/\delta) + \|\bar{z}\|_0(1 + \alpha \log(n/\delta))\right) \log(n/B)).
\]

Proof. Consider any \( i \in S \) such that none of \( E_{coll}(i), E_{off}(i) \), and \( E_{noise}(i) \) hold, as happens with probability \( 1 - O(\alpha) \).

Set \( t = \log n, t' = t/4 \) and \( R_{loc} = O(\log_1/\alpha(t/\alpha)) \). Let \( w_0 = n/B \) and \( w_D = w_0/(t')^{D-1} \), so \( w_{D_{\text{max}}+1} < 1 \) for \( D_{\text{max}} = \log_{t'}(w_0 + 1) < t \). In each round \( D \), Lemma 4.3.4 implies that if \( \pi_{\alpha,b}(i) \in [\eta^{(D)}, \eta^{(D)} + w_D] \) then \( \pi_{\alpha,b}(i) \in [\eta^{(D+1)}, \eta^{(D+1)} + w_{D+1}] \) with probability at least \( 1 - \alpha^{O(R_{loc})} = 1 - \alpha/t \). By a union bound, with probability at least \( 1 - \alpha \) we have \( \pi_{\alpha,b}(i) \in [\eta^{(D_{\text{max}}+1)}, \eta^{(D_{\text{max}}+1)} + w_{D_{\text{max}}+1}] \). Thus \( i = \pi_{\alpha,b}(\eta^{(D_{\text{max}}+1)}) \in L \).

Since \( R_{loc}D_{\text{max}} = O(\log_1/\alpha(t/\alpha) \log\zeta(n/B)) = O(\log(n/B)) \), the running time is

\[
O\left(\frac{B}{\alpha} \log(n/\delta) + R_{loc}\|\bar{z}\|_0(1 + \alpha \log(n/\delta))\right)
\]

\[
= O\left(\frac{B}{\alpha} \log(n/\delta) + \|\bar{z}\|_0(1 + \alpha \log(n/\delta))\right) \log(n/B)).
\]

\( \square \)

A.8 Proof of Lemma 4.3.6

Lemma 4.3.6 For any \( i \in L \),

\[
\Pr[|\hat{w}_i - \hat{x}'_i|^2 \mu^2] < e^{-\Omega(R_{rel})}
\]

if \( B > \frac{Ck}{\alpha^2} \) for some constant \( C \).

Proof. Define \( e_r = \hat{w}_r^\prime \omega^{-a_r, \sigma} - \hat{x}'_i \) in each round \( r \). Suppose none of \( E_{coll}^{(r)}(i), E_{off}^{(r)}(i), \) and \( E_{noise}^{(r)}(i) \) hold, as happens with probability \( 1 - O(\alpha) \). Then by Lemma 4.3.2.

\[
\mathbb{E}_{u_r}[|e_r|^2] \leq 2 \frac{\rho^2}{\alpha B} = \frac{2k}{\alpha \epsilon B} \mu^2 < \frac{2}{C} \mu^2
\]

Hence with \( 3/4 - O(\alpha) > 5/8 \) probability in total,

\[
|e_r|^2 < \frac{8}{C} \mu^2 < \mu^2/2
\]

198
for sufficiently large $C$. Then with probability at least $1 - e^{-\Omega(R_{est})}$, both of the following occur:
\[
\left| \text{median}_r \text{real}(e_r) \right|^2 < \mu^2 / 2
\]
\[
\left| \text{median}_r \text{imag}(e_r) \right|^2 < \mu^2 / 2.
\]
If this is the case, then $|\text{median}_r e_r|^2 < \mu^2$. Since $\hat{w}_i = \hat{x}'_i + \text{median}_r e_r$, the result follows.

A.9 Proof of Lemma 4.3.7

Lemma 4.3.7 Let $R_{est} \geq C \log \frac{B}{\gamma f k}$ for some constant $C$ and parameters $\gamma, f > 0$. Then if ESTIMATEVALUES is run with input $k' = 3k$, it returns $\hat{w}_j$ for $|J| = 3k$ satisfying
\[
\text{Err}^2(\hat{x}'_L - \hat{w}_j, f k) \leq \text{Err}^2(\hat{x}'_L, k) + O(k \mu^2)
\]
with probability at least $1 - \gamma$.

Proof. By Lemma 4.3.6, each index $i \in L$ has
\[
\Pr[|\hat{w}_i - \hat{x}'_i|^2 > \mu^2] < \frac{\gamma f k}{B}.
\]
Let $U = \{ i \in L \mid |\hat{w}_i - \hat{x}'_i|^2 > \mu^2 \}$. With probability $1 - \gamma$, $|U| \leq f k$; assume this happens. Then
\[
\| (\hat{x}'_L \setminus U) \|_\infty^2 \leq \mu^2. \tag{A.4}
\]
Let $T$ contain the top $2k$ coordinates of $\hat{w}_L \setminus U$. By the analysis of Count-Sketch (most specifically, Theorem 3.1 of [146]), the $\ell_\infty$ guarantee in Equation (A.4) means that
\[
\| \hat{x}'_L \setminus U - \hat{w}_T \|_2^2 \leq \text{Err}^2(\hat{x}'_L \setminus U, k) + 3k \mu^2. \tag{A.5}
\]
Because $J$ is the top $3k > (2 + f)k$ coordinates of $\hat{w}_L$, $T \subset J$. Let $J' = J \setminus (T \cup U)$, so $|J'| \leq k$. Then
\[
\text{Err}^2(\hat{x}'_L - \hat{w}_J, f k) \leq \| \hat{x}'_L \setminus U - \hat{w}_J \|_2^2
\]
\[
= \| \hat{x}'_L \setminus (U \cup J') - \hat{w}_T \|_2^2 + \| (\hat{x}' - \hat{w})_J' \|_2^2
\]
\[
\leq \| \hat{x}'_L \setminus U - \hat{w}_T \|_2^2 + |J'| \| (\hat{x}' - \hat{w})_J' \|_\infty^2
\]
\[
\leq \text{Err}^2(\hat{x}'_L \setminus U, k) + 3k \mu^2 + k \mu^2
\]
\[
= \text{Err}^2(\hat{x}'_L \setminus U, k) + O(k \mu^2)
\]
where we used Equations A.4 and A.5. \qed
A.10 Proof of Lemma 4.3.8

**Lemma 4.3.8** Define \( \hat{x}^{(r)} = \hat{x} - \hat{z}^{(r)} \). Consider any one loop \( r \) of \textsc{SparseFFT}, running with parameters \((B, k, \alpha) = (B_r, k_r, \alpha_r)\) such that \( B \geq \frac{Ck}{\alpha^2 \epsilon} \) for some \( C \) larger than some fixed constant. Then for any \( f > 0 \),

\[
\text{Err}^2(\hat{x}^{(r+1)}, fk) \leq (1 + \epsilon) \text{Err}^2(\hat{x}^{(r)}, k) + O(\epsilon \delta^2 n \|\hat{x}\|_1^2)
\]

with probability \( 1 - O(\alpha/f) \), and the running time is

\[
O((\|\hat{z}^{(r)}\|_0 (1 + \alpha \log(n/\delta)) + \frac{B}{\alpha} \log(n/\delta)) (\log \frac{1}{\alpha \epsilon} + \log(n/B))).
\]

**Proof.** We use \( R_{est} = O(\log \frac{B}{\alpha k}) = O(\log \frac{1}{\alpha \epsilon}) \) rounds inside \textsc{EstimateValues}.

The running time for \textsc{LocateSignal} is

\[
O((\frac{B}{\alpha} \log(n/\delta) + \|\hat{z}^{(r)}\|_0 (1 + \alpha \log(n/\delta))) \log(n/B)),
\]

and for \textsc{EstimateValues} is

\[
O((\frac{B}{\alpha} \log(n/\delta) + \|\hat{z}^{(r)}\|_0 (1 + \alpha \log(n/\delta))) \log \frac{1}{\alpha \epsilon})
\]

for a total running time as given.

Recall that in round \( r \), \( \mu^2 = \mathbb{E}[\text{Err}^2(\hat{x}^{(r)}, k) + \delta^2 n \|\hat{x}\|_1^2] \) and \( S = \{i \in [n] \mid \|\hat{x}^{(r)}_i\| > \mu^2\} \). By Lemma 4.3.5, each \( i \in S \) lies in \( L_r \) with probability at least \( 1 - O(\alpha) \). Hence \( |S \setminus L| < fk \) with probability at least \( 1 - O(\alpha/f) \). Then

\[
\text{Err}^2(\hat{x}^{(r)}_{[n]\setminus L}, fk) \leq \|\hat{x}^{(r)}_{[n]\setminus (L \cup S)}\|_2^2
\]

\[
\leq \text{Err}^2(\hat{x}^{(r)}_{[n]\setminus (L \cup S)}, k) + k\|\hat{x}^{(r)}_{[n]\setminus (L \cup S)}\|_\infty^2
\]

\[
\leq \text{Err}^2(\hat{x}^{(r)}_{[n]\setminus L}, k) + k\mu^2. \tag{A.6}
\]

Let \( \hat{w} = \hat{z}^{(r+1)} - \hat{z}^{(r)} = \hat{x}^{(r)} - \hat{x}^{(r+1)} \) by the vector recovered by \textsc{EstimateValues}. Then \( \text{supp}(\hat{w}) \subset L \), so

\[
\text{Err}^2(\hat{x}^{(r+1)}, 2fk) = \text{Err}^2(\hat{x}^{(r)} - \hat{w}, 2fk)
\]

\[
\leq \text{Err}^2(\hat{x}^{(r)}_{[n]\setminus L}, fk) + \text{Err}^2(\hat{w}_L, fk)
\]

\[
\leq \text{Err}^2(\hat{x}^{(r)}_{[n]\setminus L}, fk) + \text{Err}^2(\hat{x}^{(r)}_L, k) + O(k\mu^2)
\]
The result follows from rescaling \( f \) and \( \epsilon \) by constant factors.

\[ \text{A.11 Proof of Theorem 4.3.9} \]

**Theorem 4.3.9** With 2/3 probability, SPARSEFFT recovers \( \hat{z}^{(R+1)} \) such that

\[
\| \hat{x} - \hat{z}^{(R+1)} \|_2 \leq (1 + \epsilon) \text{Err}(\hat{x}, k) + \delta \| \hat{x} \|_2
\]

in \( O(\frac{k}{\epsilon} \log(n/k) \log(n/\delta)) \) time.

**Proof.** Define \( f_r = O(1/r^2) \) so \( \sum f_r < 1/4 \). Choose \( R \) so \( \prod f_r < 1/k \leq \prod f_r \). Then \( R = O(\log k / \log \log k) \), since \( \prod f_r < (f/2)^R/2 = (2/R)^R \).

Set \( \epsilon_r = f_r \epsilon, \alpha_r = \Theta(f_r^2), k_r = k \prod_{i<r} f_i, B_r = O(\frac{k}{\alpha_r^2}), \) so for sufficiently large constant the constraint of Lemma 4.3.8 is satisfied. For appropriate constants, Lemma 4.3.8 says that in each round \( r \),

\[
\text{Err}^2(\hat{x}^{(r+1)}, k_{r+1}) = \text{Err}^2(\hat{x}^{(r+1)}, f_r k_r) \leq (1 + f_r \epsilon) \text{Err}^2(\hat{x}^{(r)}, k_r) + O(f_r \epsilon^2 n \| \hat{x} \|^2_1) \tag{A.7}
\]

with probability at least \( 1 - f_r \). The error accumulates, so in round \( r \) we have

\[
\text{Err}^2(\hat{x}^{(r)}, k_r) \leq \text{Err}^2(\hat{x}, k) \prod_{i<r} (1 + f_i \epsilon) + \sum_{i<r} O(f_i \epsilon^2 n \| \hat{x} \|^2_1) \prod_{i<j<r} (1 + f_j \epsilon)
\]

with probability at least \( 1 - \sum_i f_i > 3/4 \). Hence in the end, since \( k_{R+1} = k \prod_{i<R} f_i < 1, \)

\[
\| \hat{z}^{(R+1)} \|^2 = \text{Err}^2(\hat{z}^{(R+1)}, k_{R+1}) \leq \text{Err}^2(\hat{x}, k) \prod_{i\leq R} (1 + f_i \epsilon) + O(R \epsilon^2 n \| \hat{x} \|^2_1) \prod_{i\leq R} (1 + f_i \epsilon)
\]

with probability at least 3/4. We also have

\[
\prod_i (1 + f_i \epsilon) \leq e^{\epsilon \sum f_i} \leq e
\]

making

\[
\prod_i (1 + f_i \epsilon) \leq 1 + e \sum_i f_i \epsilon < 1 + 2 \epsilon.
\]

Thus we get the approximation factor

\[
\| \hat{x} - \hat{z}^{(R+1)} \|^2_2 \leq (1 + 2 \epsilon) \text{Err}^2(\hat{x}, k) + O((\log k) \epsilon^2 n \| \hat{x} \|^2_1)
\]
with at least $3/4$ probability. Rescaling $\delta$ by $\text{poly}(n)$, using $\|\hat{x}\|_1^2 \leq n\|\hat{x}\|_2$, and taking the square root gives the desired

$$\|\hat{x} - \hat{z}^{(R+1)}\|_2 \leq (1 + \epsilon) \text{Err}(\hat{x}, k) + \delta \|\hat{x}\|_2.$$ 

Now we analyze the running time. The update $\hat{z}^{(r+1)} - \hat{z}^{(r)}$ in round $r$ has support size $3k_r$, so in round $r$

$$\|\hat{z}^{(r)}\|_0 \leq \sum_{i < r} 3k_r = O(k).$$

Thus the expected running time in round $r$ is

$$O((k(1 + \alpha_r \log(n/\delta)) + B_r \log(n/\delta))(\log \frac{1}{\alpha_r \epsilon_r} + \log(n/B_r)))$$

$$= O((k + \frac{k}{r^2} \log(n/\delta)) + \frac{k}{\epsilon r^2} \log(n/\delta))(\log \frac{r^2}{\epsilon} + \log(n/\delta) + \log r))$$

$$= O((k + \frac{k}{\epsilon r^2} \log(n/\delta))(\log r + \log(n/k)))$$

We split the terms multiplying $k$ and $\frac{k}{\epsilon r^2} \log(n/\delta)$, and sum over $r$. First,

$$\sum_{r=1}^{R} (\log r + \log(n/k)) \leq R \log R + R \log(n/k)$$

$$\leq O(\log k + \log k \log(n/k))$$

$$= O(\log k \log(n/k)).$$

Next,

$$\sum_{r=1}^{R} \frac{1}{r^2} (\log r + \log(n/k)) = O(\log(n/k))$$

Thus the total running time is

$$O(k \log k \log(n/k) + \frac{k}{\epsilon} \log(n/\delta) \log(n/k)) = O(\frac{k}{\epsilon} \log(n/\delta) \log(n/k)).$$

\[\square\]

A.12 Proof of Lemma 5.2.2

Lemma 5.2.2 The probability that any 1-sparsity test invoked by the algorithm is incorrect is at most $O(1/n^{(\epsilon-5)/2}).$

To prove Lemma 5.2.2, we first need the following lemma.

Lemma A.12.1. Let $y \in \mathbb{C}^m$ be drawn from a permutation invariant distribution with $r \geq 2$ nonzero values. Let $T = [2e]$. Then the probability that there exists a $y'$ such that $\|y'\|_0 \leq 1$ and
\[(\hat{y} - \hat{y}')_T = 0\] is at most \(c \left( \frac{c}{m-r} \right)^{c-2}.\)

**Proof.** Let \(A = F_T\) be the first \(2c\) rows of the inverse Fourier matrix. Because any \(2c \times 2c\) submatrix of \(A\) is Vandermonde and hence non-singular, the system of linear equations

\[Az = b\]

has at most one \(c\)-sparse solution in \(z\), for any \(b\).

If \(r \leq c - 1\), then \(\|y - y'\|_0 \leq c\) so \(A(y - y') = 0\) implies \(y - y' = 0\). But \(r \geq 2\) so \(\|y - y'\|_0 > 0\). This is a contradiction, so if \(r < c\) then the probability that \((\hat{y} - \hat{y}')_T = 0\) is zero. Henceforth, we assume \(r \geq c\).

When drawing \(y\), first place \(r - (c - 1)\) coordinates into \(u\) then place the other \(c - 1\) values into \(v\), so that \(y = u + v\). Condition on \(u\), so \(v\) is a permutation distribution over \(m - r + c - 1\) coordinates. We know there exists at most one \(c\)-sparse vector \(w\) with \(Aw = -Au\). Then,

\[
\Pr_y[\exists y': A(y - y') = 0 \text{ and } \|y'\|_0 \leq 1] \\
= \Pr_v[\exists y': A(v - y') = -Au \text{ and } \|y'\|_0 \leq 1] \\
\leq \Pr_v[\exists y': v - y' = w \text{ and } \|y'\|_0 \leq 1] = \Pr_v[\|v - w\|_0 \leq 1] \\
\leq \Pr_v[|\text{supp}(v) \triangle \text{supp}(w)| \leq 1] \\
\leq \frac{m - r + c - 1}{(m-r+c-1)} < c \left( \frac{c}{m-r} \right)^{c-2}
\]

where the penultimate inequality follows from considering the cases \(\|w\|_0 \in \{c - 2, c - 1, c\}\) separately. \(\square\)

We now proceed with the proof of Lemma 5.2.2.

**Proof.** W.L.O.G. consider the row case. Let \(y\) be the \(j\)th row of \(\hat{x}\). Note that \(\hat{u}_j^{(r)} = \hat{y}_r\). Observe that with probability at least \(1/1 + n^c\) we have \(\|y\|_0 \leq r\) for \(r = c \log n\). Moreover, the distribution of \(y\) is permutation-invariant, and the test in \textsc{BasicEstFreq} corresponds to checking whether \((\hat{y} - \hat{y}')_T = 0\) for some \(1\)-sparse \(y' = ae\). Hence, Lemma A.12.1 with \(m = \sqrt{n}\) implies the probability that any specific test fails is less than \(c(2c/\sqrt{n})^{c-2}\). Taking a union bound over the \(\sqrt{n} \log n\) total tests gives a failure probability of \(4c^3 \log n (2c/\sqrt{n})^{c-4} < O(1/n^{(c-5)/2}).\) \(\square\)

### A.13 Proof of Lemma 5.3.1

**Lemma 5.3.1** Consider the recovery of a column/row \(j\) in \textsc{RobustEstimateCol}, where \(\hat{u}\) and \(\hat{v}\) are the results of \textsc{FoldToBins} on \(\hat{x}\). Let \(y \in \mathbb{C}^\sqrt{n}\) denote the \(j\)th column/row of \(\hat{x}\). Suppose \(y\) is drawn from a permutation invariant distribution \(y = y^\text{head} + y^\text{residue} + y^\text{gauss}\), where \(\min_{i \in \text{supp} (y^{\text{head}})} |y_i| \geq L, \|y^{\text{residue}}\|_1 < \epsilon L\), and \(y^{\text{gauss}}\) is drawn from the \(\sqrt{n}\)-dimensional normal distribution \(N(0, \sigma^2 I_{\sqrt{n}})\) with standard deviation \(\sigma = \epsilon L/n^{1/4}\) in each coordinate on both real
and imaginary axes. We do not require that $y^{\text{head}}$, $y^{\text{residue}}$, and $y^{\text{gauss}}$ are independent except for the permutation invariance of their sum.

Consider the following bad events:

- False negative: $\text{supp}(y^{\text{head}}) = \{i\}$ and $\text{ROBUSTESTIMATECOL}$ does not update coordinate $i$.
- False positive: $\text{ROBUSTESTIMATECOL}$ updates some coordinate $i$ but $\text{supp}(y^{\text{head}}) \neq \{i\}$.
- Bad update: $\text{supp}(y^{\text{head}}) = \{i\}$ and coordinate $i$ is estimated by $b$ with $|b - y^{\text{head}}_i| > \|y^{\text{residue}}\|_1 + \sqrt{\frac{\log \log n}{\log n}} \epsilon L$.

For any constant $c$ and $\epsilon$ below a sufficiently small constant, there exists a distribution over sets $T, T'$ of size $O(\log n)$, such that as a distribution over $y$ and $T, T'$ we have

- The probability of a false negative is $1/\log^c n$.
- The probability of a false positive is $1/n^c$.
- The probability of a bad update is $1/\log^c n$.

**Proof.** Let $\hat{y}$ denote the 1-dimensional inverse DFT of $y$. Note that

$$\hat{u}_j(\tau) = \hat{y}_\tau$$

by definition. Therefore, the goal of $\text{ROBUSTESTIMATECOL}$ is simply to perform reliable 1-sparse recovery with $O(\log n)$ queries. Fortunately, Algorithm 4.3.2 solved basically the same problem, although with more false positives than we want here.

We choose $T'$ according to the LOCATEINNER procedure from Algorithm 4.3.2; the set $T$ is chosen uniformly at random from $[\sqrt{n}]$. We have that

$$\hat{u}_j(\tau) = \sum_{i \in [\sqrt{n}]} y_i \omega^{-\tau i}.$$

This is exactly what the procedure HASHTOBINS of Algorithm 4.3.2 approximates up to a small error term. Therefore, the same analysis goes through (Lemma 4.3.5) to get that LOCATESIGNAL returns $i$ with $1 - 1/\log^c n$ probability if $|y_i| \geq \|y_{-i}\|_2$, where we define $y_{-i} := y_{[\sqrt{n}]\setminus\{i\}}$.

Define $A \in \mathbb{C}^{|T| \times \sqrt{n}}$ to be the rows of the inverse Fourier matrix indexed by $T$, normalized so $|A_{i,j}| = 1$. Then $\hat{u}_j(\tau) = (Ay)_\tau$.

First, we prove

$$\|y^{\text{residue}} + y^{\text{gauss}}\|_2 = O(\epsilon L) \tag{A.8}$$

with all but $n^{-c}$ probability. We have that $\mathbb{E}[\|y^{\text{gauss}}\|_2^2] = 2\epsilon^2 L^2$, so $\|y^{\text{gauss}}\|_2 \leq 3\epsilon L$ with all but $e^{-\Omega(\sqrt{n})} < 1/n^c$ probability by concentration of chi-square variables. We also have that $\|y^{\text{residue}}\|_2 \leq \|y^{\text{residue}}\|_1 \leq \epsilon L$. 
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where the last step uses Equation (A.9). This gives

$$\|A(y_{\text{residue}} + y_{\text{gauss}})\|_2 = O(\epsilon L \sqrt{|T|})$$  \hspace{1cm} (A.9)$$

with all but $n^{-c}$ probability. We have that $Ay_{\text{gauss}}$ is drawn from $N_c(0, \epsilon^2 L^2 I_1 T)$ by the rotation invariance of Gaussians, so

$$\|Ay_{\text{gauss}}\|_2 \leq 3\epsilon L \sqrt{|T|}$$  \hspace{1cm} (A.10)$$

with all but $e^{-\Omega(|T|)} < n^{-c}$ probability. Furthermore, $A$ has entries of magnitude 1 so $\|Ay_{\text{residue}}\|_2 \leq \|y_{\text{residue}}\|_1 \sqrt{|T|} = \epsilon L \sqrt{|T|}$.

Consider the case where $\text{supp}(y_{\text{head}}) = \{i\}$. From Equation (A.8) we have

$$\|y_{-i}\|_2^2 \leq \|y_{\text{gauss}} + y_{\text{residue}}\|_2^2 \leq O(\epsilon^2 L^2) < L^2 \leq \|y_i\|_2^2$$  \hspace{1cm} (A.11)$$

so $i$ is located with $1 - 1/\log^c n$ probability by LOCATE\_SIGNAL.

Next, we note that for any $i$, as a distribution over $\tau \in [\sqrt{n}]$, 

$$\mathbb{E}_\tau[|\hat{u}_j^{(r)} - y_i \omega^{-\tau_i}|^2] = \|y_{-i}\|_2^2$$

and so (analogously to Lemma 4.3.6 from Chapter 4 and for any $i$), since $a = \text{median}_{\tau \in T} \hat{u}_j^{(r)} \omega^\tau_i$ we have

$$|a - y_i|^2 \leq 5\|y_{-i}\|_2^2$$  \hspace{1cm} (A.12)$$

with probability $1 - e^{-\Omega(|T|)} = 1 - 1/n^c$ for some constant $c$. Hence if $\{i\} = \text{supp}(y_{\text{head}})$, we have $|a - y_i|^2 \leq O(\epsilon^2 L^2)$ and therefore $|a| > L/2$, passing the first check on whether $i$ is valid.

For the other check, we have that with $1 - 1/n^c$ probability

$$\left(\sum_{\tau \in T} |\hat{u}_j^{(r)} - a \omega^{-\tau_i}|^2\right)^{1/2} = \|A(y - ae_i)\|_2 \leq \|A(y_{\text{gauss}} + y_{\text{residue}} + (y_{\text{head}} - a)e_i)\|_2 \leq \|A(y_{\text{gauss}} + y_{\text{residue}})\|_2 + |y_{\text{head}} - a| \sqrt{|T|} \leq \|A(y_{\text{gauss}} + y_{\text{residue}})\|_2 + (|y_{\text{residue}} + y_{\text{gauss}}| + |y_i - a|) \sqrt{|T|} \leq O(\epsilon L \sqrt{|T|})$$

where the last step uses Equation (A.9). This gives

$$\sum_{\tau \in T} |\hat{u}_j^{(r)} - a \omega^{-\tau_i}|^2 = O(\epsilon^2 L^2 |T|) < L^2 |T| / 10$$

so the true coordinate $i$ passes both checks. Hence the probability of a false negative is $1/\log^c n$ as desired.
Now we bound the probability of a false positive. First consider what happens to any other coordinate \(i' \neq i\) when \(|\text{supp}(y^{\text{head}})| = \{i\}\). We get some estimate \(a'\) of its value. Since \(A/\sqrt{|T|}\) satisfies an RIP of order 2 and constant \(1/4\), by the triangle inequality and Equation (A.9) we have that with \(1 - n^{-c}\) probability,

\[
\|A(y - a' e_{i'})\|_2 \geq \|A(y_{i'}^{\text{head}} e_i - a' e_{i'})\|_2 - \|A(y^{\text{gauss}} + y^{\text{residue}})\|_2 \\
\geq y_{i'}^{\text{head}} \sqrt{|T|} \cdot (3/4) - O(\epsilon L \sqrt{|T|}) \\
> L \sqrt{|T|}/2.
\]

Hence the second condition will be violated, and \(i'\) will not pass. Thus if \(|\text{supp}(y^{\text{head}})| = 1\), the probability of a false positive is at most \(n^{-c}\).

Next, consider what happens to the result \(i\) of LOCATE\_\text{SIGNAL} when \(|\text{supp}(y^{\text{head}})| = 0\). From Equation (A.8) and Equation (A.9) we have that with \(1 - n^{-c}\) probability:

\[
|a - y_i|^2 \leq 5\|y_{-i}\|_2^2 \leq O(\epsilon^2 L^2).
\]

Therefore, from Equation (A.8),

\[
|a| \leq |y_i| + |a - y_i| \leq \|y^{\text{residue}} + y^{\text{gauss}}\|_2 + |a - y_i| = O(\epsilon L) < L/2
\]

so the first check is not passed and \(i\) is not recovered.

Now suppose \(|\text{supp}(y^{\text{head}})| > 1\). Lemma 5.3.2 says that with \(1 - n^{-c}\) probability over the permutation, no \((i, a)\) satisfies

\[
\|A(y^{\text{head}} - ae_i)\|_2^2 < L^2 |T|/5.
\]

But then, from Equation (A.10)

\[
\|A(y - ae_i)\|_2 \geq \|A(y^{\text{head}} - ae_i)\|_2 - \|Ay^{\text{gauss}}\|_2 \\
> L \sqrt{|T|}/5 - O(\epsilon L \sqrt{|T|}) \\
> L \sqrt{|T|}/10
\]

so no \(i\) will pass the second check. Thus, the probability of a false positive is \(1/n^c\).

Finally, consider the probability of a bad update. We have that

\[
b = \text{mean}_{\tau \in T}(Ay)_\tau \omega^\tau i = y_i^{\text{head}} + \text{mean}_{\tau \in T}(Ay^{\text{residue}} + Ay^{\text{gauss}})_\tau \omega^\tau i
\]

and so

\[
|b - y_i^{\text{head}}| \leq \text{mean}_{\tau \in T}(Ay^{\text{residue}})_\tau \omega^\tau i + \text{mean}_{\tau \in T}(Ay^{\text{gauss}})_\tau \omega^\tau i.
\]
We have that
\[ \left| \text{mean}(Ay_{\text{residue}})_{\tau}^T \omega^{\tau} \right| \leq \max_{\tau \in T} \left| (Ay_{\text{residue}})_{\tau} \right| \leq \|y_{\text{residue}}\|_1. \]

We know that \( Ay_{\text{gauss}} \) is \( N_C(0, \epsilon^2 L^2 I_{|T|}) \). Hence its mean is a complex Gaussian with standard deviation \( \epsilon L/\sqrt{|T|} \) in both the real and imaginary axes. This means the probability that \( b - y_i^{\text{head}} > \|y_{\text{residue}}\|_1 + t\epsilon L/\sqrt{|T|} \) is at most \( e^{-\Omega(t^2)} \). Setting \( t = \sqrt{\log \log c \log n} \) gives a \( 1/\log c \) chance of a bad update, for sufficiently large \( |T| = O(\log n) \). □

### A.14 Proof of Lemma 5.3.2

**Lemma 5.3.2** Let \( y \in \mathbb{C}^m \) be drawn from a permutation invariant distribution with \( r \geq 2 \) nonzero values. Suppose that all the nonzero entries of \( y \) have absolute value at least \( L \). Choose \( T \subset [m] \) uniformly at random with \( t := |T| = O(c^3 \log m) \).

Then, the probability that there exists a \( y' \) with \( \|y'\|_0 \leq 1 \) and
\[ \|((y - y')^T)\|_2^2 < \epsilon L^2 t/n \]
is at most \( c^3(\frac{e}{m-r})^{c-2} \) whenever \( \epsilon < 1/8 \).

**Proof.** Let \( A = \sqrt{1/t} F_{T \times *} \) be \( \sqrt{1/t} \) times the submatrix of the Fourier matrix with rows from \( T \), so
\[ \|((y - y')^T)\|_2^2 = \|A(y - y')\|_2^2 t/n. \]
By a coherence bound (see Section 5.3), with \( 1 - 1/m^c \) probability \( A \) satisfies the RIP of order \( 2c \) with constant \( 0.5 \). We would like to bound
\[ P := \Pr[\exists y': \|A(y - y')\|_2^2 < \epsilon L^2 \text{ and } \|y'\|_0 \leq 1] \]

If \( r \leq c - 1 \), then \( y - y' \) is \( c \)-sparse and
\[ \|A(y - y')\|_2^2 \geq \|y - y'\|_2^2 / 2 \geq (r - 1)L^2 / 2 > \epsilon L^2 \]
as long as \( \epsilon < 1/2 \), giving \( P = 0 \). Henceforth, we can assume \( r \geq c \). When drawing \( y \), first place \( r - (c - 1) \) coordinates into \( u \) then place the other \( c - 1 \) values into \( v \), so that \( y = u + v \). Condition on \( u \), so \( v \) is a permutation distribution over \( m - r + c - 1 \) coordinates. We would like to bound
\[ P = \Pr_v[\exists y': \|A(u + v - y')\|_2^2 < \epsilon L^2 \text{ and } \|y'\|_0 \leq 1]. \]
Let \( w \) be any \( c \)-sparse vector such that \( \|A(u + w)\|_2^2 < \epsilon L^2 \) (and note that if no such \( w \) exists, then since \( v - y' \) is \( c \)-sparse, \( P = 0 \)). Then recalling that for any norm \( \| \cdot \| \), \( \|a\|_2 \leq 2\|b\|_2 + 2\|a + b\|_2 \) and hence \( \|a + b\|_2 \geq \|a\|_2/2 - \|b\|_2 \),
\[
\|A(u + v - y')\|_2^2 \geq \|A(v - y' - w)\|_2^2/2 - \|A(u + w)\|_2^2 \geq \|v - y' + w\|_2^2/4 - \epsilon L^2.
\]

Hence
\[
P \leq \Pr_v[\exists y' : \|v - y' + w\|_2^2 < 8\epsilon L^2 \text{ and } \|y'\|_0 \leq 1].
\]
Furthermore, we know that \( \|v - y' + w\|_2^2 \geq L^2(|\text{supp}(v) \setminus \text{supp}(w)| - 1) \). Thus if \( \epsilon < 1/8 \),
\[
P \leq \Pr_v[|\text{supp}(v) \setminus \text{supp}(w)| \leq 1] \leq \frac{c + (m - r + c - 1)c(c - 1)/2}{(m-r+c-1)\choose c-1} < \epsilon^3 (\frac{c}{m-r})^{c-2}
\]
as desired.

\[\square\]

A.15 Proof of Lemma 5.3.4

**Lemma 5.3.4** Let ROBUST2DSFFT’ be a modified ROBUST2DSFFT that avoids false negatives or bad updates: whenever a false negative or bad update would occur, an oracle corrects the algorithm. With large constant probability, ROBUST2DSFFT’ recovers \( \hat{z} \) such that there exists a \((k/\log^c n)\)-sparse \( \hat{z}' \) satisfying
\[
\|\hat{z} - \hat{x} - \hat{z}'\|_2^2 \leq 6\sigma^2 n.
\]
Furthermore, only \( O(k/\log^c n) \) false negatives or bad updates are caught by the oracle.

**Proof.** One can choose the random \( \hat{x}^* \) by first selecting the topology of the graph \( G \), and then selecting the random ordering of the columns and rows of the matrix. Note that reordering the vertices only affects the ideal ordering by a permutation within each stage of recovery; the set of edges recovered at each stage in the ideal ordering depends only on the topology of \( G \). Suppose that the choice of the topology of the graph satisfies the thesis of Lemma 5.3.3 (which occurs with large constant probability). We will show that with large constant probability (over the space of random permutations of the rows and columns), ROBUST2DSFFT’ follows the ideal ordering and the requirements of Lemma 5.3.1 are satisfied at every stage.

For a recovered edge \( e \), we define the “residue” \( \hat{x}_e^* - \hat{z}_e \). We will show that if \( e \) has rank \( r \), then \( |\hat{x}_e^* - \hat{z}_e| \leq r \sqrt{\log \log n/\log n} \epsilon L \).

During attempted recovery at any vertex \( v \) during the ideal ordering (including attempts on vertices which do not have exactly one incident edge), let \( y \in \mathbb{C}^{\sqrt{n}} \) be the associated column/row of \( \hat{x} - \hat{z} \). We split \( y \) into three parts \( y = y^{\text{head}} + y^{\text{residue}} + y^{\text{gauss}} \), where \( y^{\text{head}} \) contains the elements of
\(\hat{x}\) not in \(\text{supp}(\hat{z})\), \(y^{\text{residue}}\) contains \(\hat{x} - \hat{z}\) over the support of \(\hat{z}\), and \(y^{\text{pause}}\) contains \(\tilde{w}\) (all restricted to the column/row corresponding to \(v\)). Let \(S = \text{supp}(y^{\text{residue}})\) contain the set of edges incident on \(v\) that have been recovered so far. We have by the inductive hypothesis that \(\|y^{\text{residue}}\|_1 \leq \sum_{e \in S} \text{rank}(e) \sqrt{\frac{\log \log n}{\log n}} \epsilon L\). Since the algorithm verifies that \(\sum_{e \in S} \text{rank}(e) \leq \log \log n\), we have

\[
\|y^{\text{residue}}\|_1 \leq \sqrt{\frac{\log^3 \log n}{\log n}} \epsilon L < \epsilon L.
\]

Furthermore, \(y\) is permutation invariant: if we condition on the values and permute the rows and columns of the matrix, the algorithm will consider the permuted \(y\) in the same stage of the algorithm.

Therefore, the conditions for Lemma 5.3.1 hold. This means that the chance of a false positive is \(1/n^c\), so by a union bound, this never occurs. Because false negatives never occur by assumption, this means we continue following the ideal ordering. Because bad updates never occur, new residuals have magnitude at most

\[
\|y^{\text{residue}}\|_1 + \sqrt{\frac{\log \log n}{\log n}} \epsilon L.
\]

Because \(\|y^{\text{residue}}\|_1 / \left(\sqrt{\frac{\log \log n}{\log n}} \epsilon L\right) \leq \sum_{e \in S} \text{rank}(e) = \text{rank}(v) = \text{rank}(e) - 1\), each new residual has magnitude at most

\[
\text{rank}(e) \sqrt{\frac{\log \log n}{\log n}} \epsilon L \leq \epsilon L.
\] (A.13)

as needed to complete the induction.

Given that we follow the ideal ordering, we recover every edge of rank at most \(\log \log n\). Furthermore, the residue on every edge we recover is at most \(\epsilon L\). By Lemma 5.3.3, there are at most \(k/\log^c n\) edges that we do not recover. From Equation (A.13), the squared \(\ell_2\) norm of the residues is at most \(\epsilon^2 L^2 k = \epsilon^2 C^2 \sigma^2 n/k \cdot k < \sigma^2 n\) for \(\epsilon\) small enough. Since \(\|\tilde{w}\|^2 < 2\sigma^2 n\) with overwhelming probability, there exists a \(\hat{z}'\) so that

\[
\|\hat{z} - \hat{x} - \hat{z}'\|^2 \leq 2\|\hat{z} - \hat{x}\|^2 + 2\|\tilde{w}\|^2 \leq 6\sigma^2 n.
\]

Finally, we need to bound the number of times the oracle catches false negatives or bad updates. The algorithm applies Lemma 5.3.1 only \(2\sqrt{n} + O(k) = O(k)\) times. Each time has a \(1/\log^c n\) chance of a false negatives or bad update. Hence the expected number of false negatives or bad updates is \(O(k/\log^c n)\).
Appendix B

The Optimality of the Exactly $k$-Sparse Algorithm 4.2.1

If we assume that FFT is optimal and hence the DFT cannot be computed in less than $O(n \log n)$ time, then Algorithm 4.2.1 described in Section 4.2 for the exactly $k$-sparse case is optimal as long as $k = n^{O(1)}$. Under the In this appendix, we show that by reducing a $k$-dimensional DFT to the an exact $k$-sparse $n$-dimensional DFT.

Assume that $k$ divides $n$.

Lemma B.0.1. Suppose that there is an algorithm $A$ that, given an $n$-dimensional vector $y$ such that $\hat{y}$ is $k$-sparse, computes $\hat{y}$ in time $T(k)$. Then there is an algorithm $A'$ that given a $k$-dimensional vector $x$ computes $\hat{x}$ in time $O(T(k))$.

Proof. Given a $k$-dimensional vector $x$, we define $y_i = x_i \mod k$, for $i = 0 \ldots n - 1$. Whenever $A$ requests a sample $y_i$, we compute it from $x$ in constant time. Moreover, we have that $\hat{y}_i = \hat{x}_{i/(n/k)}$ if $i$ is a multiple of $(n/k)$, and $\hat{y}_i = 0$ otherwise. Thus $\hat{y}$ is $k$-sparse. Since $\hat{x}$ can be immediately recovered from $\hat{y}$, the lemma follows.  

Corollary B.0.2. Assume that the $n$-dimensional DFT cannot be computed in $o(n \log n)$ time. Then any algorithm for the $k$-sparse DFT (for vectors of arbitrary dimension) must run in $\Omega(k \log k)$ time.
Appendix C

Lower Bound of the Sparse Fourier Transform in the General Case

In this appendix, we show any algorithm satisfying Equation (4.1) must access $\Omega(k \log(n/k) / \log \log n)$ samples of $x$.

We translate this problem into the language of compressive sensing:

**Theorem C.0.3.** Let $F \in \mathbb{C}^{n \times n}$ be orthonormal and satisfy $|F_{i,j}| = 1/\sqrt{n}$ for all $i, j$. Suppose an algorithm takes $m$ adaptive samples of $Fx$ and computes $x'$ with

$$\|x - x'\|_2 \leq 2 \min_{k \text{-sparse } x} \|x - x^*\|_2$$

for any $x$, with probability at least $3/4$. Then it must have $m = \Omega(k \log(n/k) / \log \log n)$.

**Corollary C.0.4.** Any algorithm computing the approximate Fourier transform must access $\Omega(k \log(n/k) / \log \log n)$ samples from the time domain.

If the samples were chosen non-adaptively, we would immediately have $m = \Omega(k \log(n/k))$ by [146]. However, an algorithm could choose samples based on the values of previous samples. In the sparse recovery framework allowing general linear measurements, this adaptivity can decrease the number of measurements to $O(k \log \log(n/k))$ [86]; in this section, we show that adaptivity is much less effective in our setting where adaptivity only allows the choice of Fourier coefficients.

We follow the framework of Section 4 of [146]. In this section we use standard notation from information theory, including $I(x; y)$ for mutual information, $H(x)$ for discrete entropy, and $h(x)$ for continuous entropy. Consult a reference such as [36] for details.

Let $\mathcal{F} \subset \{S \subset [n] : |S| = k\}$ be a family of $k$-sparse supports such that:

- $|S \oplus S'| \geq k$ for $S \neq S' \in \mathcal{F}$, where $\oplus$ denotes the exclusive difference between two sets, and
- $\log |\mathcal{F}| = \Omega(k \log(n/k))$.

This is possible; for example, a random code on $[n/k]^k$ with relative distance $1/2$ has these properties.
For each $S \in \mathcal{F}$, let $X^S = \{ x \in \{0, \pm 1\}^n \mid \text{supp}(x^S) = S \}$. Let $x \in X^S$ uniformly at random. The variables $x_i, i \in S$, are i.i.d. subgaussian random variables with parameter $\sigma^2 = 1$, so for any row $F_j$ of $F$, $F_j x$ is subgaussian with parameter $\sigma^2 = k/n$. Therefore

$$\Pr_{x \in X^S}[|F_j x| > t \sqrt{k/n}] < 2e^{-t^2/2}$$

hence for each $S$, we can choose an $x^S \in X^S$ with

$$\|F x^S\|_\infty < O\left(\sqrt{\frac{k \log n}{n}}\right). \tag{C.1}$$

Let $X = \{ x^S \mid S \in \mathcal{F}\}$ be the set of such $x^S$.

Let $w \sim N(0, \alpha^2 \frac{k}{n} I_n)$ be i.i.d. normal with variance $\alpha k/n$ in each coordinate.

Consider the following process:

**Procedure.** First, Alice chooses $S \in \mathcal{F}$ uniformly at random, then selects the $x \in X$ with supp$(x) = S$. Alice independently chooses $w \sim N(0, \alpha^2 \frac{k}{n} I_n)$ for a parameter $\alpha = \Theta(1)$ sufficiently small. For $j \in [m]$, Bob chooses $i_j \in [n]$ and observes $y_j = F_{i_j} (x + w)$. He then computes the result $x' \approx x$ of sparse recovery, rounds to $X$ by $\hat{x} = \arg \min_{x^* \in X} \|x^* - x'\|_2$, and sets $S' = \text{supp}(\hat{x})$. This gives a Markov chain $S \rightarrow x \rightarrow y \rightarrow x' \rightarrow \hat{x} \rightarrow S'$.

We will show that deterministic sparse recovery algorithms require large $m$ to succeed on this input distribution $x + w$ with $3/4$ probability. By Yao’s minimax principle, this means randomized sparse recovery algorithms also require large $m$ to succeed with $3/4$ probability.

Our strategy is to give upper and lower bounds on $I(S; S')$, the mutual information between $S$ and $S'$.

**Lemma C.0.5** (Analog of Lemma 4.3 of [146] for $\epsilon = O(1)$). There exists a constant $\alpha' > 0$ such that if $\alpha < \alpha'$, then $I(S; S') = \Omega\left(\frac{k \log(n/k)}{}\right)$.

**Proof.** Assuming the sparse recovery succeeds (as happens with $3/4$ probability), we have $\|x' - (x + w)\|_2 \leq 2\|w\|_2$, which implies $\|x' - x\|_2 \leq 3\|w\|_2$. Therefore

$$\|\hat{x} - x\|_2 \leq \|\hat{x} - x'\|_2 + \|x' - x\|_2 \leq 2\|x' - x\|_2 \leq 6\|w\|_2.$$

We also know $\|x' - x''\|_2 \geq \sqrt{k}$ for all distinct $x', x'' \in X$ by construction. Because $\mathbb{E}[\|w\|_2^2] = \alpha k$, with probability at least $3/4$ we have $\|w\|_2 \leq \sqrt{4\alpha k} < \sqrt{k}/6$ for sufficiently small $\alpha$. But then $\|\hat{x} - x\|_2 < \sqrt{k}$, so $\hat{x} = x$ and $S = S'$. Thus $\Pr[S \neq S'] \leq 1/2$.

Fano’s inequality states $H(S \mid S') \leq 1 + \Pr[S \neq S'] \log |\mathcal{F}|$. Thus

$$I(S; S') = H(S) - H(S \mid S') \geq -1 + \frac{1}{2} \log |\mathcal{F}| = \Omega\left(\frac{k \log(n/k)}{}\right)$$
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Thus it suffices to show

$$I(S; S') \leq O(m \log(1 + \frac{1}{\alpha} \log n)).$$

**Proof.** Let $A_j = F_{s_j}$ for $j \in [m]$, and let $w_j' = A_j w$. The $w_j'$ are independent normal variables with variance $\alpha \frac{k}{n}$. Because the $A_j$ are orthonormal and $w$ is drawn from a rotationally invariant distribution, the $w_j'$ are also independent of $x$.

Let $y_j = A_j x + w_j'$. We know $I(S; S') \leq I(x; y)$ because $S \rightarrow x \rightarrow y \rightarrow S'$ is a Markov chain. Because the variables $A_j$ are deterministic given $y_1, \ldots, y_{j-1}$,

$$I(x; y_j | y_1, \ldots, y_{j-1}) = I(x; A_j x + w_j' | y_1, \ldots, y_{j-1})$$

$$= h(A_j x + w_j' | y_1, \ldots, y_{j-1}) - h(A_j x + w_j' | x, y_1, \ldots, y_{j-1})$$

$$= h(A_j x + w_j' | y_1, \ldots, y_{j-1}) - h(w_j').$$

By the chain rule for information,

$$I(S; S') \leq I(x; y)$$

$$= \sum_{j=1}^{m} I(x; y_j | y_1, \ldots, y_{j-1})$$

$$= \sum_{j=1}^{m} h(A_j x + w_j' | y_1, \ldots, y_{j-1}) - h(w_j')$$

$$\leq \sum_{j=1}^{m} h(A_j x + w_j') - h(w_j').$$

Thus it suffices to show $h(A_j x + w_j') - h(w_j') = O(\log(1 + \frac{1}{\alpha} \log n))$ for all $j$.

Note that $A_j$ depends only on $y_1, \ldots, y_{j-1}$, so it is independent of $w_j'$. Thus

$$\mathbb{E}[(A_j x + w_j')^2] = \mathbb{E}[(A_j x)^2] + \mathbb{E}[(w_j')^2] \leq O(\frac{k \log n}{n}) + \alpha \frac{k}{n}$$

by Equation (C.1). Because the maximum entropy distribution under an $\ell_2$ constraint is a Gaussian, we have

$$h(A_j x + w_j') - h(w_j') \leq h(N(0, O(\frac{k \log n}{n}) + \alpha \frac{k}{n})) - h(N(0, \alpha \frac{k}{n}))$$

$$= \frac{1}{2} \log(1 + \frac{O(\log n)}{\alpha})$$

$$= O(\log(1 + \frac{1}{\alpha} \log n)).$$
as desired.

Theorem C.0.3 follows from Lemma C.0.5 and Lemma C.0.6, with $\alpha = \Theta(1)$. 

□
Appendix D

Efficient Constructions of Window Functions

In this appendix, we show how to efficiently implement our flat window functions which we use in Chapters 3 and 4.

Claim D.0.7. Let cdf denote the standard Gaussian cumulative distribution function. Then:

1. cdf(t) = 1 − cdf(−t).
2. cdf(t) ≤ e^{−t^2/2} for t < 0.
3. cdf(t) < δ for t < −√(2 log(1/δ)).
4. ∫_{x=−∞}^{t} cdf(x) dx < δ for t < −√(2 log(3/δ)).
5. For any δ, there exists a function cdf_δ(t) computable in O(log(1/δ)) time such that ||cdf − cdf_δ||∞ < δ.

Proof.

1. Follows from the symmetry of Gaussian distribution.
2. Follows from standard moment generating function bound on Gaussian random variables.
3. Follows from (2).
4. Property (2) implies that cdf(t) is at most √(2π) < 3 times larger than the Gaussian pdf. Then apply (3).
5. By (1) and (3), cdf(t) can be computed as ±δ or 1 ± δ unless |t| < √(2 log(1/δ)). But then an efficient expansion around 0 only requires O(log(1/δ)) terms to achieve precision ±δ. For example, we can truncate the representation [117]

\[
cdf(t) = \frac{1}{2} + \frac{e^{−t^2/2}}{\sqrt{2\pi}} \left( t + \frac{t^3}{3} + \frac{t^5}{3 \cdot 5} + \frac{t^7}{3 \cdot 5 \cdot 7} + \cdots \right)
\]

at O(log(1/δ)) terms.
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Claim D.0.8. Define the continuous Fourier transform of $f(t)$ by 

$$\hat{f}(s) = \int_{-\infty}^{\infty} e^{-2\pi i st} f(t) dt.$$ 

For $t \in [n]$, define 

$$g_t = \sqrt{n} \sum_{j=\infty}^{\infty} f(t + nj)$$ 

and 

$$g'_t = \sum_{j=\infty}^{\infty} \hat{f}(t/n + j).$$ 

Then $\hat{g} = g'$, where $\hat{g}$ is the $n$-dimensional DFT of $g$.

Proof. Let $\Delta_1(t)$ denote the Dirac comb of period 1: $\Delta_1(t)$ is a Dirac delta function when $t$ is an integer and zero elsewhere. Then $\hat{\Delta_1} = \Delta_1$. For any $t \in [n]$, we have 

$$\hat{g}_t = \sum_{s=1}^{n} \sum_{j=-\infty}^{\infty} f(s + nj) e^{-2\pi i ts/n}$$

$$= \sum_{s=1}^{n} \sum_{j=-\infty}^{\infty} f(s + nj) e^{-2\pi i t(s + nj)/n}$$

$$= \sum_{s=-\infty}^{\infty} f(s) e^{-2\pi i ts/n}$$

$$= \int_{-\infty}^{\infty} f(s) \Delta_1(s) e^{-2\pi i ts/n} ds$$

$$= (f \cdot \Delta_1)(t/n)$$

$$= (\hat{f} \ast \Delta_1)(t/n)$$

$$= \sum_{j=-\infty}^{\infty} \hat{f}(t/n + j)$$

$$= g'_t.$$ 

Lemma D.0.9. For any parameters $B \geq 1, \delta > 0, and \alpha > 0$, there exist flat window functions $G$ and $\hat{G}'$ such that $G$ can be computed in $O(B \alpha \log(n/\delta))$ time, and for each $i \hat{G}'_i$ can be evaluated in $O(\log(n/\delta))$ time.

Proof. We will show this for a function $\hat{G}'$ that is a Gaussian convolved with a box-car filter. First we construct analogous window functions for the continuous Fourier transform. We then show that discretizing these functions gives the desired result.
Let $D$ be the pdf of a Gaussian with standard deviation $\sigma > 1$ to be determined later, so $\tilde{D}$ is the pdf of a Gaussian with standard deviation $1/\sigma$. Let $\tilde{F}$ be a box-car filter of length $2C$ for some parameter $C < 1$; that is, let $\tilde{F}(t) = 1$ for $|t| < C$ and $F(t) = 0$ otherwise, so $F(t) = 2C \text{sinc}(t/(2C))$. Let $G^* = D \cdot \tilde{F}$, so $G^* = \tilde{D} \ast \tilde{F}$.

Then $|G^*(t)| \leq 2C |D(t)| < 2C\delta$ for $|t| > \sigma \sqrt{2\log(1/\delta)}$. Furthermore, $G^*$ is computable in $O(1)$ time.

Its Fourier transform is $\hat{G}^*(t) = \text{cdf}(\sigma(t + C)) - \text{cdf}(\sigma(t - C))$. By Claim D.0.7 we have for $|t| > C + \sqrt{2\log(1/\delta)/\sigma}$ that $\hat{G}^*(t) = \pm \delta$. We also have, for $|t| < C - \sqrt{2\log(1/\delta)/\sigma}$, that $\hat{G}^*(t) = 1 \pm 2\delta$.

Now, for $i \in [n]$ let $H_i = \sqrt{n} \sum_{j=\infty} |G^*(i+nj)|$. By Claim D.0.8 it has DFT $\hat{H}_i = \sum_{j=\infty} \hat{G}^*(i/n+j)$. Furthermore,

$$\sum_{|i|>\sigma \sqrt{2\log(1/\delta)}} |G^*(i)| \leq 4C \sum_{i<-\sigma \sqrt{2\log(1/\delta)}} |D(i)|$$

$$\leq 4C \left( \int_{-\infty}^{-\sigma \sqrt{2\log(1/\delta)}} |D(x)| \, dx + D(-\sigma \sqrt{2\log(1/\delta)}) \right)$$

$$\leq 4C (\text{cdf}(-\sqrt{2\log(1/\delta)}) + D(-\sigma \sqrt{2\log(1/\delta)}))$$

$$\leq 8C\delta \leq 8\delta.$$

Thus if we let

$$G_i = \sqrt{n} \sum_{|j|<\sigma \sqrt{2\log(1/\delta)} \atop j \equiv i \mod n} G^*(j)$$

for $|i| < \sigma \sqrt{2\log(1/\delta)}$ and $G_i = 0$ otherwise, then $\|G-H\|_1 \leq 8\delta \sqrt{n}$.

Now, note that for integer $i$ with $|i| \leq n/2$,

$$\tilde{H}_i - \hat{G}^*(i/n) = \sum_{j \neq 0 \atop j \notin \mathbb{Z}} \hat{G}^*(i/n + j)$$

$$\left| \tilde{H}_i - \hat{G}^*(i/n) \right| \leq 2 \sum_{j=0}^\infty \hat{G}^*(-1/2 - j)$$

$$\leq 2 \sum_{j=0}^\infty \text{cdf}(\sigma(-1/2 - j + C))$$

$$\leq 2 \int_{-\infty}^{-1/2} \text{cdf}(\sigma(x + C)) \, dx + 2 \text{cdf}(\sigma(-1/2 + C))$$

$$\leq 2\delta/\sigma + 2\delta \leq 4\delta$$
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by Claim D.0.7, as long as
\[ \sigma(1/2 - C) > \sqrt{2\log(3/\delta)}. \] (D.1)

Let
\[ \hat{G}'_i = \begin{cases} 
1 & |i| \leq n(C - \sqrt{2\log(1/\delta)} / \sigma) \\
0 & |i| \geq n(C + \sqrt{2\log(1/\delta)} / \sigma) \\
\text{cdf}_\delta(\sigma(i + C)/n) - \text{cdf}_\delta(\sigma(i - C)/n) & \text{otherwise}
\end{cases} \]

where \( \text{cdf}_\delta(t) \) computes \( \text{cdf}(t) \) to precision \( \pm \delta \) in \( O(\log(1/\delta)) \) time, as per Claim D.0.7. Then
\[ \hat{G}'_i = \hat{G}^*(i/n) \pm 2\delta = \hat{H}_i \pm 6\delta. \]

Hence
\[ \| \hat{G} - \hat{G}' \|_\infty \leq \| \hat{G}' - \hat{H} \|_\infty + \| \hat{G} - \hat{H} \|_\infty \]
\[ \leq \| \hat{G}' - \hat{H} \|_\infty + \| \hat{G} - \hat{H} \|_2 \]
\[ = \| \hat{G}' - \hat{H} \|_\infty + \| G - H \|_2 \]
\[ \leq \| \hat{G}' - \hat{H} \|_\infty + \| G - H \|_1 \]
\[ \leq (8\sqrt{n} + 6). \]

Replacing \( \delta \) by \( \delta/n \) and plugging in \( \sigma = \frac{4B}{\alpha} \sqrt{2\log(n/\delta)} > 1 \) and \( C = (1 - \alpha/2)/(2B) < 1 \), we have the required properties of flat window functions:
- \( |G_i| = 0 \) for \( |i| \geq \Omega(\frac{B}{\alpha} \log(n/\delta)) \)
- \( \hat{G}'_i = 1 \) for \( |i| \leq (1 - \alpha)n/(2B) \)
- \( \hat{G}'_i = 0 \) for \( |i| \geq n/(2B) \)
- \( \hat{G}'_i \in [0, 1] \) for all \( i \).
- \( \| \hat{G}' - \hat{G} \|_\infty < \delta \).
- We can compute \( G \) over its entire support in \( O(\frac{B}{\alpha} \log(n/\delta)) \) total time.
- For any \( i \), \( \hat{G}'_i \) can be computed in \( O(\log(n/\delta)) \) time for \( |i| \in [(1 - \alpha)n/(2B), n/(2B)] \) and \( O(1) \) time otherwise.

The only requirement was Equation (D.1), which is that
\[ \frac{4B}{\alpha} \sqrt{2\log(n/\delta)}(1/2 - \frac{1 - \alpha/2}{2B}) > \sqrt{2\log(3n/\delta)}. \]

This holds if \( B \geq 2 \). The \( B = 1 \) case is trivial using the constant function \( \hat{G}'_i = 1 \). \( \square \)
Appendix E

Sample Lower Bound for The Bernoulli Distribution

We will show that the lower bound of $\Omega(k \log (n/k))$ on $\ell_2/\ell_2$ recovery from [146] applies to our Bernoulli distribution from Section 5.1.4. First, we state their bound:

Lemma E.0.10 ([146] section 4). For any $k < n/\log n$ and constant $\epsilon > 0$, there exists a distribution $D_k$ over $k$-sparse vectors in $\{0, 1, -1\}^n$ such that, for every distribution of matrices $A \in \mathbb{R}^{m \times n}$ with $m = o(k \log(n/k))$ and recovery algorithms $A$,

$$\Pr[\|A(A(x + w)) - x\|_2 < \sqrt{k/5}] < 1/2$$

as a distribution over $x \sim D_k$ and $w \sim N(0, \sigma^2 I_n)$ with $\sigma^2 = \epsilon k/n$, as well as over $A$ and $A$.

First, we note that we can replace $D_k$ with $U_k$, the uniform distribution over $k$-sparse vectors in $\{0, 1, -1\}^n$ in Lemma E.0.10. To see this, suppose we have an $(A, A)$ that works with $1/2$ probability over $U_k$. Then for any $k$-sparse $x \in \{0, 1, -1\}^n$, if we choose a random permutation matrix $P$ and sign flip matrix $S$, $PSx \sim U_k$. Hence, the distribution of matrices $APS$ and algorithm $A'(x) = A((PS)^{-1}x)$ works with $1/2$ probability for any $x$, and therefore on average over $D_k$. This implies that $A$ has $\Omega(k \log(n/k))$ rows by Lemma E.0.10. Hence, we can set $D_k = U_k$ in Lemma E.0.10.

Our algorithm works with $3/4$ probability over vectors $x$ that are not necessarily $k$-sparse, but have a binomial number $B(n, k/n)$ of nonzeros. That is, it works over the distribution $U$ that is $U_{k'}: k' \sim B(n, k/n)$, with $1 - e^{-\Omega(k)} > 3/4$ probability, $k' \in [k/2, 2k]$. Hence, our algorithm works with at least $1/2$ probability over $(U_{k'}: k' \sim B(n, k/n) \cap k' \in [k/2, 2k])$. By an averaging argument, there must exist a $k' \in [k/2, 2k]$ where our algorithm works with at least $1/2$ probability over $U_{k'}$; but the lemma implies that it must therefore take $\Omega(k' \log(n/k')) = \Omega(k \log(n/k))$ samples.
Appendix F

Analysis of QuickSync System

F.1 Analysis of the baseline algorithm

The baseline algorithm computes \( a_k = c^{(k)} \cdot x \) for all shifts \( k = 0 \ldots n - 1 \). The probability that the algorithm reports an incorrect output is equal to

\[
P(\sigma) = \Pr[a_t \leq \max_{k \neq t} a_k]
\]

To estimate the probability of success as a function of \( \sigma \), we derive the distribution of the coordinates \( a_k \). From our assumptions we have that \( a_k = c^{(k)} \cdot (c^{(t)} + g) = v_k + u_k \), where \( v_k = c^{(k)} \cdot c^{(t)} \) and \( u_k = c^{(k)} \cdot g \). Note that \( u_k \) has normal distribution with zero mean and variance

\[
\Var[u_k] = \Var\left[\sum_{i=0}^{n-1} c^{(k)}_i g_i\right] = n \Var[c^{(k)}_1] \Var[g_1] = n\sigma
\]

Regarding \( v_k \), we have the following two cases:

- If \( k = t \), i.e., for the correct value of the shift, we have \( v_t = c^{(t)} \cdot c^{(t)} = n \).
- If \( k \neq t \), i.e., for an incorrect value of the shift the expectation of \( v_k \) is 0.

We need to bound \( P(\sigma) = \Pr[n + u_t \leq \max_{k \neq t} v_k + u_k] \). The following theorem establishes the sufficient (and as we show later, necessary) condition for the baseline algorithm to be correct with probability \( 1 - o(1) \), i.e., \( P(\sigma) \to 0 \) as \( n \to \infty \).

Lemma F.1.1. Assume that \( \sigma \leq c(n)n/\ln n \) for \( c(n) = o(1) \). Then \( P(\sigma) = o(1) \).

Proof. We will bound the probabilities of the following events: \( E_1: \exists_{k \neq t} u_k \geq n/3 \); \( E_2: u_t \leq -n/3 \); \( E_3: \exists_{k \neq t} v_k \geq n/3 \). If none of the events hold then the algorithm output is correct. We will show that \( \Pr[E_1] + \Pr[E_2] + \Pr[E_3] = o(1) \).

To analyze \( E_1 \) and \( E_2 \) recall the following fact:
Fact F.1.2. Let $\Phi(s)$ be the c.d.f. of the normal distribution with zero mean and unit variance. Then for $s > 0$

$$1 - \Phi(s) \leq e^{-s^2/2}/s$$

We can now bound

$$\Pr[E_1] \leq n \Pr[u_k \geq n/3] = n(1 - \Phi(\sqrt[n/3]{\Var[u_k]}))$$

where $k$ is any index distinct from $t$. Since $\Var[u_k] = n\sigma \leq c(n)n^2/\ln n$, we have

$$\Pr[E_1] \leq n(1 - \Phi(\sqrt[\ln n]{9c(n)})) \leq e^{\ln n} \cdot e^{-\ln(n)/18c(n)} = o(1)$$

The probability $\Pr[E_2]$ can be bounded in the same way.

To bound $\Pr[E_3]$, assume without loss of generality that $t = 0$. In this case

$$v_k = c^{(k)} \cdot c$$
$$= (c_k c_0 + c_k c_1 + \ldots + c_{n-1} c_{n-k-1}) + (c_0 c_{n-k} + \ldots + c_{k-1} c_{n-1})$$
$$= S_k + S'_k$$

The terms in the sum $S_k + S'_k$ are in general not independent. In particular, if $k = n/2$, then $S_k = S'_k$. However, we observe the following.

Claim F.1.3. Each of $S_k$ and $S'_k$ is a sum of independent random variables taking values in $\{-1, 1\}$ with probability 1/2.

The claim enables us to bound each sum separately. We will bound $\Pr[S'_k \geq n/6]$ first. If $k < n/6$ then the probability is zero. Otherwise, by applying the Chernoff bound we have

$$\Pr[S'_k \geq n/6] \leq e^{-(n/6)^2/(2k)} \leq e^{-n/72}$$

The probability $\Pr[S_k \geq n/6]$ can be bounded in the same way. Hence $\Pr[E_3] \leq ne^{-n/72} = o(1)$.

Theorem 8.4.1 follows from Lemma F.1.1.

F.2 Tightness of the variance bound

In this section we show that the assumption on the noise variance used in Theorem 8.4.1 is asymptotically tight. Specifically, we show that if $\sigma \geq cn/\ln n$ for some large enough constant $c > 0$, then there with probability $1 - o(1)$ the output of the baseline algorithm is incorrect. This will prove Theorem 8.4.2.

Recalling the notation in Section F.1, we have $a_t = n + u_t$, $a_k = v_k + u_k$ for $k \neq t$. We need to show that $P(\sigma) = \Pr[a_t \leq \max_{k \neq t} a_k]$ approaches 1 for $c$ large enough. To this end, we first
observe that (i) \( v_k \geq -n \) holds always and (ii) \( \Pr[u_t \geq n] = o(1) \) since \( u_t \) is a normal variable with variance \( n\sigma = O(n^2/\ln n) \), so the desired bound holds e.g., by Chebyshev inequality. Hence it suffices to show that
\[
\Pr[\sup_{k \neq t} u_k \leq 3n] = o(1) \tag{F.1}
\]

The main difficulty in proving Equation F.1 is the fact that the random variables \( u_k \) are not independent. If they were, a simple calculation would show that the expected value of the maximum of \( n \) independent normal variables with variance \( n\sigma \) is at least \( \sqrt{n\sigma \ln n} = cn \), which is larger than \( a_t = n \) for a large enough \( c \). This would then ensure that the reported shift is distinct from \( t \) with constant probability. Unfortunately, the independence could be guaranteed only if the shifted codes \( c^{(k)} \) were orthogonal, which is not the case.

Instead, our argument utilizes the fact that the shifted codes \( c^{(k)} \) are "almost" orthogonal. Specifically, let \( C = \{c^{(k)} : k \neq t\} \). Since (as shown in the earlier section in the context of the event \( E_3 \)) the probability that for any pair \( c \neq c' \in C \) we have \( c \cdot c' \leq n/3 \) is \( o(1) \), it follows that \( \|c - c'\|^2 \geq n \) for all such \( c, c' \in C \) with probability \( 1 - o(1) \).

We can now use a powerful inequality due to Sudakov [143] to show that the random variables \( u_k \) are "almost" independent, and thus the expected value of the maximum is still \( \sqrt{n\sigma \ln n} \). In our context, the inequality states the following.

**Fact F.2.1.** There exists a constant \( c_2 > 0 \) such that if \( D \) is the Euclidean distance between the closest pair of vectors in \( C \), then:
\[
E = E[\max_{c \in C} c \cdot g] \geq c_2 D \sqrt{\sigma \ln n}
\]

Since \( D = \sqrt{n} \), we obtain that
\[
E \geq c_2 \sqrt{n} \sqrt{cn/\ln n} = c_2 n
\]

The lower bound on the expected value of the maximum can be then converted into an upper bound on probability that the maximum is much lower than its expectation (this follows from simple but somewhat tedious calculations). This leads to Equation F.1 and completes the proof of Theorem 8.4.2.

### F.3 Analysis of the QuickSync algorithm

In this section we show that the probability of correctness for the QuickSync algorithm that aliases into \( n/p \) buckets exhibits a similar behavior to the baseline algorithm, albeit with the bucket variance larger by a factor of \( O(p) \). At the same time, the running time of our algorithm is equal to \( O(pn + (n/p) \log(n/p)) \). This improves over the baseline algorithm which has \( O(n \log n) \) runtime as long as the term \( pn \) is smaller than \( (n/p) \log(n/p) \).

Recall that the algorithm first computes the aliased spreading code \( c(p) \) and signal \( x(p) \), de-
fined as
\[
c(p)_i = \sum_{q=0}^{p-1} c_{i+qn/p} \quad \text{and} \quad x(p)_i = \sum_{q=0}^{p-1} x_{i+qn/p}
\]
for \( i = 0 \ldots n/p - 1 \). The aliased noise vector \( g(p) \) is defined in an analogous way.

The application of FFT, coordinate-wise multiplication and inverse FFT computes
\[
a(p)_k = c(p)^{(k)} \cdot x(p)
\]
for all shifts \( k = 0 \ldots n/p - 1 \). The algorithm then selects \( a(p)_k \) with the largest value. The last step of the algorithm fails if for \( t' = t \mod n/p \) we have \( a(p)_t' \leq \max_{k \neq t'} a(p)_k \). Let \( P'(\sigma) \) be the probability of this event. We will show that as long as \( \sigma = o(pn/\ln n) \) we have \( P'(\sigma) = o(1) \).

**Lemma F.3.1.** Assume that \( \sigma \leq c(n) \frac{n}{p \ln n} \) for \( c(n) = o(1) \), and that \( p = o(n^{1/2}) \). Then \( P'(\sigma) = o(1) \).

**Proof.** We start by decomposing each term \( a(p)_k \):
\[
a(p)_k = \sum_{i=0}^{n/p-1} \left( \sum_{q=0}^{p-1} c_{i+qn/p}^{(k)} \right) \left( \sum_{q=0}^{p-1} c_{i+qn/p}^{(t')} + \sum_{q=0}^{p-1} g_{i+qn/p} \right)
\]
\[
= \sum_{i=0}^{n/p-1} \left( \sum_{q=0}^{p-1} c_{i+qn/p}^{(k)} \right) \left( \sum_{q=0}^{p-1} c_{i+qn/p}^{(t')} + \sum_{i=0}^{n/p-1} \left( \sum_{q=0}^{p-1} g_{i+qn/p} \right) \right)
\]
\[
= v_k + u_k
\]

Consider the following events:

- \( E_0 \): \( v_{t'} \leq n - n/4 \);
- \( E_1 \): \( \exists_{k \neq t'} u_k \geq n/4 \);
- \( E_2 \): \( u_{t'} \leq -n/4 \);
- \( E_3 \): \( \exists_{k \neq t'} v_k \geq n/4 \).

If none of the events hold, then the algorithm output is correct. We need to show that \( \Pr[E_0] + \Pr[E_1] + \Pr[E_2] + \Pr[E_3] = o(1) \).

**Events** \( E_1 \) and \( E_2 \) Let \( \hat{c}_i = \sum_{q=0}^{p-1} c_{i+qn/p} \), \( \hat{g}_i = \sum_{q=0}^{p-1} g_{i+qn/p} \) and \( m = n/p \). Observe that \( |\hat{c}| \leq p \) and \( \hat{g}_i \)’s are i.i.d. random variables chosen from the normal distribution with mean zero and variance \( p \sigma \). Conditioned on the choice of \( \hat{c}\)'s, the random variable \( u_k = \sum_{i=0}^{m-1} \hat{c}_{i+k} \hat{g}_i \) has normal distribution with variance \( \mu p \sigma \), where \( \mu = \sum_{i=0}^{m-1} (\hat{c}_{i+k})^2 \). We first show that \( \mu \leq 4pm \)
with very high probability, and then bound the tail of a normal random variable with variance \( 4pm \).

The following fact is adapted from [119], Theorem 3.1.

**Fact F.3.2.** Let \( R_{ij}, i = 0 \ldots m - 1 \) and \( j = 0 \ldots p - 1 \), be i.i.d. random variable taking values uniformly at random from \( \{-1, 1\} \). Let \( T_i = 1/\sqrt{m} \sum_{j=0}^{p-1} R_{ij} \). There is an absolute constant \( C \)
such that

\[ \Pr\left[ \sum_{i=0}^{m-1} T_i^2 \leq 4p \right] \geq 1 - 2e^{-m/C} \]

Applying the fact to \( R_{ij} = c_{ij}^{(k)} \), we conclude that with probability \( 1 - o(1) \) we have \( \mu \leq m \sum_{i=0}^{m-1} T_i^2 \leq 4pm = 4n \). In that case \( \text{Var}[u_k] \leq 4np\sigma \leq 4np\sigma(n) \frac{n}{p\ln n} = 4n^2 \frac{c(n)}{\ln(n)} \). We then follow the proof of Lemma F.1.1.

**Event** \( E_0 \)  Observe that \( v_{t'} \) is a sum of terms \( q_i = (\sum_{q_0}^{p-1} c_{i+qn/p}^{(t')})^2 \), where each \( q_i \) is a square of a sum of \( p \) independent random variables taking values in \( \{-1, 1\} \) with probability \( 1/2 \). It follows that \( E[q_i] = p \), and therefore \( E[v_{t'}] = n/p \cdot p = n \). To bound the deviation of \( v_{t'} \) from its mean \( n \), we first compute its variance.

\[
\text{Var}[v_k] = \text{Var}\left[ \sum_{i=0}^{n/p-1} q_i \right] \\
\leq \frac{n}{p} \cdot E[q_i^2] \\
= \frac{n}{p} \cdot E\left( \sum_{q_0}^{p-1} c_{i+qn/p}^{(t')} \right)^4 \\
= \frac{n}{p} \cdot \left( \frac{1}{2} \right) \sum_{q \neq q'} E[(c_{i+qn/p}^{(t')})^2(c_{i+qn/p}^{(t')})^2] + \sum_{q} E[(c_{i+qn/p}^{(t')})^4] \\
= \frac{n}{p} \cdot (6p(p-1) + p) \leq 7pn
\]

We can now use Chebyshev’s inequality:

\[ \Pr[|v_{t'} - n| \geq n/4] \leq \text{Var}[v_{t'}]/(n/4)^2 \leq 7pn/(n/4)^2 = o(1) \]

**Event** \( E_3 \)  It suffices to bound \( \Pr[E_3] \). To this end we bound \( \Pr[v_k \geq n/4] \). Without loss of generality we can assume \( t = 0 \). Then \( v_k = \sum_{i=0}^{n/p-1} \hat{c}_i \hat{c}_{i+k} \), where \( i + k \) is taken modulo \( n/p \).

We first observe that in each term \( \hat{c}_i \hat{c}_{i+k} \), the random variables \( \hat{c}_i \) and \( \hat{c}_{i+k} \) are independent (since \( k \neq 0 \)). This implies \( E[\hat{c}_i \hat{c}_{i+k}] = E[\hat{c}_i]E[\hat{c}_{i+k}] = 0 \), and therefore \( E[v_k] = 0 \).

To bound \( \Pr[v_k \geq n/4] \), we compute the fourth moment of \( v_{t'} \) (using the second moment does not give strong enough probability bound). We have

\[
E[v_k^4] = E\left[ \left( \sum_{i=0}^{n/p-1} \hat{c}_i \hat{c}_{i+k} \right)^4 \right] \\
= \sum_{i_1, i_2, i_3, i_4=0}^{n/p-1} E[\hat{c}_{i_1} \hat{c}_{i_1+k} \cdot \hat{c}_{i_2} \hat{c}_{i_2+k} \cdot \hat{c}_{i_3} \hat{c}_{i_3+k} \cdot \hat{c}_{i_4} \hat{c}_{i_4+k}] \\
\]

Observe that the expectation of any term in the above sum that contains an odd power of \( \hat{c}_i \) is zero. Hence the only remaining terms have the form \( E[\hat{c}_{j_1}^2 \hat{c}_{j_2}^2 \hat{c}_{j_3}^2 \hat{c}_{j_4}^2] \), where \( j_1 \ldots j_4 \) are not necessarily
distinct. Let \( I \) be a set of such four-tuples \((j_1, j_2, j_3, j_4)\). We observe that for \((j_1, j_2, j_3, j_4)\) to belong in \( I \), at least two disjoint pairs of indices in the sequence \( i_1, i_1 + k, i_2, i_2 + k, i_3, i_3 + k, i_4, i_4 + k \) must be equal. This means that \(|I| = C(n/p)^2\) for some constant \( C \). Since \(|\hat{c}_i| \leq p\), we have \( E[v_k^i] \leq C(n/p)^2 p^8 \leq Cn^2 p^6 \). Thus

\[
\Pr[v_k \geq n/4] \leq E[v_k^i]/(n/4)^4 \leq Cn^2 p^6 \leq 4 \cdot 4^4 \cdot p^6/n^2
\]

This implies \( \Pr[E_3] \leq n \Pr[v_k \geq n/4] \leq C \cdot 4^4 \cdot p^6/n \) which is \( o(1) \) if \( p = o(n^{1/6}) \).

We now show that if the noise variance \( \sigma \) is "small” then one can check each shift using few time domain samples.

**Lemma F.3.3.** Assume that \( \sigma \leq c(n) \frac{n}{p \ln n} \). Consider an algorithm that, given a set \( K \) of \( p \) shifts, computes

\[
a_k' = \mathbf{c}^{(k)}[0 \ldots T-1] \cdot \mathbf{x}[0 \ldots T-1]
\]

for \( T = n/p \), and selects the largest \( a_k \) over \( k \in K \). Then

\[
P''(\sigma) = \Pr[a_t \leq \max_{k \neq t} a_k] = o(1)
\]

**Proof.** The argument is similar to the proof of Lemma F.1.1. We verify it for an analog of the event \( E_1 \); the proofs for \( E_2 \) and \( E_3 \) are straightforward syntactic modifications of the original arguments.

First, observe that \( \mathbf{c}^{(t)}[0 \ldots T-1] \cdot \mathbf{c}^{(t)}[0 \ldots T-1] = T \). Let \( u_k' = \mathbf{c}^{(k)}[0 \ldots T-1] \cdot \mathbf{g}[0 \ldots T-1] \). Consider the event \( E'_t : \exists k \in K \ u_k' \geq T/3 \). We can bound

\[
\Pr[E'_t] \leq p \Pr[u_k' \geq T/3] = n(1 - \Phi(\frac{T/3}{\sqrt{\text{Var}[u_k']}}))
\]

Since \( \text{Var}[u_k'] = T \sigma \leq c(n) \frac{n^2}{p^2 \ln n} \), we have

\[
\Pr[E'_t] \leq p(1 - \Phi(\sqrt{\ln n/(9c(n))})) \leq e^{\ln n} e^{-\ln(n)/\ln(9c(n))} = o(1)
\]

**Proofs of Theorem 8.4.3 and Theorem 8.4.4** To prove Theorem 8.4.3, recall that given a signal \( \mathbf{x} \) consisting of \( p \) blocks, each of length \( n \) and with noise variance \( \sigma \), QuickSync starts by aliasing the \( p \) blocks into one. This creates one block of length \( n \), with noise variance \( \sigma/p \) (after normalization). We then apply Lemmas F.3.1 and F.3.3.

Theorem 8.4.4 follows from the assumption that \( \sigma = c(n) \frac{n}{p \ln n} \) and Lemma F.3.1.
Appendix G

A 0.75 Million Point Sparse Fourier Transform Chip

In this appendix, we present the first VLSI implementation of the Sparse Fourier Transform algorithm. The chip implements a 746,496-point Sparse Fourier Transform, in 0.6mm$^2$ of silicon area. At 0.66V, it consumes 0.4pJ/sample and has an effective throughput of 36GS/s. The effective throughput is computed over all frequencies but frequencies with negligible magnitudes are not produced. The chip works for signals that occupy up to 0.1% of the transform frequency range (0.1% sparse). It can be used to detect a signal that is frequency hopping in a wideband, to perform pattern matching against a long code, or to detect a blocker location with very high frequency resolution. For example, it can detect and recover a signal that occupies 18 MHz randomly scattered anywhere in an 18 GHz band with a frequency resolution of $\approx 24$ kHz.

G.1 The Algorithm

We start by describing the Sparse Fourier Transform algorithm implemented on this chip. Below are bucketization, estimation, and collision resolution techniques we used for our implementation.

Bucketization: The algorithm starts by mapping the spectrum into buckets. This is done by sub-sampling the signal and then performing an FFT. Sub-sampling in time causes aliasing in frequency. Since the spectrum is sparsely occupied, most buckets will be either empty or have a single active frequency, and only few buckets will have a collision of multiple active frequencies. Empty buckets are discarded and non-empty buckets are passed to the estimation step.

Estimation: This step estimates the value and frequency number (i.e. location in the spectrum) of each active frequency. In the absence of a collision, the value of an active frequency is the value of its bucket. To find the frequency number, the algorithm repeats the bucketization on the original signal after shifting it by 1 sample. A shift in time causes a phase change in the frequency domain of $2\pi f \tau / N$, where $f$ is the frequency number, $\tau$ is the time shift, and $N$ is the Sparse Fourier Transform size. Thus, the phase change can be used to compute the frequency number.
Collision Resolution: The algorithm detects collisions as follows: If a bucket contains a collision then repeating the bucketization with a time shift causes the bucket’s magnitude to change since the colliding frequencies rotate by different phases. In contrast, the magnitude does not change if the bucket has a single active frequency. After detecting collisions, the algorithm resolves them by using bucketization multiple times with co-prime sampling rates (FFT’s with co-prime sizes). The use of co-prime sampling rates guarantees that any two frequencies that collide in one bucketization do not collide in other bucketizations.

G.2 The Architecture

The block diagram of the Sparse Fourier Transform chip is shown in Figure G-1. A 12-bit 746,496-point \((2^{10} \times 3^6\)-point) Sparse Fourier Transform is implemented. Two types of FFT’s \((2^{10} \text{ and } 3^6\)-point) are used for bucketization. The input to the \(2^{10}\)-point FFT is the signal sub-sampled by \(3^6\), while the input to the \(3^6\)-point FFT is the signal sub-sampled by \(2^{10}\). FFT’s of sizes \(2^{10}\) and \(3^6\) were chosen since they are co-prime and can be implemented with simple low-radix FFT’s. Three FFT’s of each size are used with inputs shifted by 0, 1 or 32 time samples, as shown in Figure G-1 In principle, shifts of 0 and 1 are sufficient. However, the third shift is used to increase the estimation accuracy. One 1024-word and one 729-word SRAMs are used for three \(2^{10}\)-point and three \(3^6\)-point FFT’s, respectively. SRAMs are triplicated to enable pipelined operation of the I/O interface, bucketization and reconstruction blocks. Thus, 3 Sparse Fourier Transform frames exist in the
The micro-architecture of the $2^{10}$-point FFT is shown in Figure G-2. Each $2^{10}$-point FFT uses one radix-4 butterfly to perform an in-place FFT, which is optimized to reduce area and power consumption as follows: First, the FFT block performs read and write operations at even and odd clock cycles, respectively, which enables the use of single port SRAMs. A single read operation provides three complex values, one for each radix-4 butterfly. The complex multiplication is computed over two clock cycles using two multipliers for each butterfly. Second, a twiddle factor (TWF) control
Figure G-3: The Micro-Architecture of Collision Detection, Estimation, and Frequency Recovery. The complex values \((r_1, i_1), (r_2, i_2)\) and \((r_3, i_3)\) are the output of Bucketization for time-shifts 0, 1 and 32 samples. In Frequency Recovery, 3 bits of overlap are used to fix errors due to concatenation \((c_1, c_2)\).

unit is shared between the three butterflies. Third, the block floating point (BFP) technique is used to minimize the quantization error [189]. BFP is implemented using a single exponent shared between FFTs, and scaling is done by shifting in case of overflow. Round-half-away-from-zero is implemented by initializing the accumulator registers with 0.5LSB and truncating the results. The 3⁶-point FFTs are similar, but use radix-3 butterflies.

The micro-architecture of estimation and collision detection is shown in Figure G-3. Phase shift and phase detector units use the CORDIC algorithm. The estimation block operates in two steps. First, time shifts of 1 and 32 samples are used to compute the MSBs and LSBs of the phase change, respectively. A 3-bit overlap is used to fix errors due to concatenation. Since the 5 MSBs of phase change are taken directly from the output of phase detectors, active frequencies have to be \(\approx 30\text{dB}\) above the quantization noise to be detected correctly. Frequencies below this level are considered negligible. The frequency number is estimated from the phase change. This frequency number may have errors in the LSBs due to quantization noise. The second step corrects any such errors by using the bucket number to recover the LSBs of the frequency number. This is possible because all frequencies in a bucket share the same remainder \(B (B = f \mod M\), where \(f\) is the frequency number and \(M\) is the FFT size), which is also the bucket number. Thus, in the frequency recovery block associated with the \(2^{10}\)-point FFTs, the bucket number gives the 10 LSBs of the frequency number. However, in the frequency recovery for the \(3^6\)-point FFTs, the LSBs cannot be directly replaced by the bucket number since \(M = 3^6\) is not a power of 2. Instead, the remainder of
Technology | 45 nm SOI CMOS
---|---
Core Area | 0.6 mm × 1.0 mm
SRAM | 3×75 kbits and 3×54 kbits
Core Supply Voltage | 0.66-1.18V
Clock Frequency | 0.5-1.5 GHz
Core Power | 14.6-174.8 mW

Table G.1: Sparse Fourier Transform Chip Features

dividing the frequency number by $3^6$ is calculated and subtracted from the frequency number. The bucket number is then added to the result of the subtraction. In our implementation, calculating and subtracting the remainder is done indirectly by truncating the LSBs of the phase change.

The collision detection block in Figure G-3 compares the values of the buckets with and without time-shifts. It uses the estimated frequency to remove the phase change in the time-shifted bucketizations and compares the three complex values to detect collisions. In the case of no collision, the three values are averaged to reduce noise. The result is used to update the output of the Sparse Fourier Transform in SRAMs.

G.3 The Chip

The testchip is fabricated in IBM’s 45nm SOI technology. Table G.1 shows the features of the Sparse Fourier Transform chip and Figure G-4 shows the die photo of the testchip. The Sparse Fourier Transform core occupies 0.6mm$^2$ including SRAMs. At 1.18V supply, the chip operates at a maximum frequency of 1.5 GHz, resulting in an effective throughput of 109 GS/s. At this frequency, the measured energy efficiency is $1.2\mu J$ per 746,49-point Fourier transform. Reducing the clock frequency to 500 MHz enables an energy efficiency of 298nJ per Fourier transform at 0.66V supply. Energy and operating frequency for a range of supply voltages are shown in Figure G-5.

Since no prior ASIC implementations of the Sparse Fourier Transform exist, we compare with recent low power implementations of the traditional FFT [29, 155, 182]. The measured energy is normalized by the Fourier transform size to obtain the energy per sample (the Sparse Fourier Transform chip, however, outputs only active frequencies). Table G.2 shows that the implementations in [29, 155, 182] work for sparse and non-sparse signals while the Sparse Fourier Transform chip works for signal sparsity up to 0.1%. However, for such sparse signals, the chip delivers $\approx 40\times$ lower energy per sample for a $36\times$ larger FFT size. Finally, the 746,496-point Sparse Fourier Transform chip runs in $6.8\mu s$ when operated at 1.5 GHz which corresponds to an $88\times$ reduction in runtime compared to the C++ implementation that takes $600\mu s$ on an Intel-Core i7 CPU operating at 3.4 GHz.
Figure G-4: **Die Photo of the Sparse Fourier Transform Chip**

<table>
<thead>
<tr>
<th></th>
<th>[155]</th>
<th>[29]</th>
<th>[182]</th>
<th>This Chip</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology</strong></td>
<td>65 nm</td>
<td>90 nm</td>
<td>65 nm</td>
<td>45 nm</td>
</tr>
<tr>
<td><strong>Signal Type</strong></td>
<td>Any Signal</td>
<td>Any Signal</td>
<td>Any Signal</td>
<td>Sparse Signal</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>$2^{10}$</td>
<td>$2^8$</td>
<td>$2^7$ to $2^{11}$</td>
<td>$3^6 \times 2^{10}$</td>
</tr>
<tr>
<td><strong>Word Width</strong></td>
<td>16 bits</td>
<td>10 bits</td>
<td>12 bits</td>
<td>12 bits</td>
</tr>
<tr>
<td><strong>Area</strong></td>
<td>8.29 mm$^2$</td>
<td>5.1 mm$^2$</td>
<td>1.37 mm$^2$</td>
<td>0.6 mm$^2$</td>
</tr>
<tr>
<td><strong>Throughput</strong></td>
<td>240 MS/s</td>
<td>2.4 GS/s</td>
<td>1.25-20 MS/s</td>
<td>36.4-109.2 GS/s</td>
</tr>
<tr>
<td><strong>Energy/Sample</strong></td>
<td>17.2 pJ</td>
<td>50 pJ</td>
<td>19.5-50.6 pJ</td>
<td>0.4-1.6 pJ</td>
</tr>
</tbody>
</table>

Table G.2: **Comparison of Sparse Fourier Transform Chip with FFT Chips** The measured energy efficiency and performance of the Sparse Fourier Transform chip compared to published FFTs. For applications with frequency-sparse signals, the Sparse Fourier Transform enables $43 \times$ lower energy per sample.

234
Figure G-5: Chip Measurement Results. Energy and frequency of operation for a range of voltage, and throughput versus Energy per sample for computing a $2^{10} \times 3^6$-point Sparse Fourier Transform.
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