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Abstract – Millimeter wave (mmWave) is playing a central role in pushing the performance and scalability of wireless networks by offering huge bandwidth and extremely high data rates. Millimeter wave radios use phased array technology to modify the antenna beam pattern and focus their power towards the transmitter or receiver. In this paper, we explore the practicality of modifying the beam pattern to suppress interference by creating nulls, i.e. directions in the beam pattern where almost no power is received. Creating nulls in practice, however, is challenging due to the fact that practical mmWave phased arrays offer very limited control in setting the parameters of the beam pattern and suffer from hardware imperfections which prevent us from nulling interference.

We introduce Nulli-Fi, the first practical mmWave null steering system. Nulli-Fi combines a novel theoretically optimal algorithm that accounts for limitations in practical phased arrays with a discrete optimization framework that overcomes hardware imperfections. Nulli-Fi also introduces a fast null steering protocol to quickly null new unforeseen interferers. We implement and extensively evaluate Nulli-Fi using commercial off-the-shelf 60GHz mmWave radios with 16-element phased arrays transmitting IEEE 802.11ad packets [33]. Our results show that Nulli-Fi can create nulls that reduce interference by up to 18dB even when the phased array offers only 4 bits of control. In a network with 10 links (20 nodes), Nulli-Fi’s ability to null interference enables 2.68× higher total network throughput compared to recent past work.

1 Introduction

Millimeter wave (mmWave) networks introduced a major leap in data rates and scalability for 5G cellular networks, next generation wireless LANs, and IoT devices [10, 41, 46]. At the heart of millimeter wave technology are phased arrays which can focus the power of the antenna beam pattern in real-time towards the client to compensate for the large attenuation of mmWave signals. At mmWave frequencies (≥ 24 GHz), phased arrays can fit many antennas into a small area due to the mm-scale wavelength of the signal [63], enabling very narrow directional beams as shown in Fig. 1. Ideally, using narrow beams would shield a mmWave device from interference outside the main direction (main lobe) of its beam. However, phased arrays suffer from side-lobe leakage as shown in Fig. 1(a). Hence, they still receive interfering signals even if these signals come from directions outside the main lobe. Past work has shown that side-lobes can lead to a significant amount of interference which can degrade the data rate and in dense networks reduce the total network throughput to half (by up to 18 Gbps) [14, 27, 44, 55, 61].

To address the above problem, we leverage the fact that phased array beam patterns exhibit nulls, directions in the beam pattern where the transmitted or received power is suppressed as shown in Fig. 2(b). Thus, we can substantially reduce interference by having a null in the direction of the interferer. However, simply shifting the beam pattern to align the null with the interferer can misalign the main lobe and lead to worse performance as we show in section 6. Hence, we must create a new beam pattern to introduce a null in the direction of the interferer while preserving the alignment of the main lobe as shown in Fig. 1(b). This problem is commonly referred to as null steering.

Past mmWave systems research has mainly focused on beam alignment and steering [13, 17, 20, 40, 51, 56, 65], i.e. creating and steering the main lobe of the beam. Creating and steering nulls, however, while ensuring the main lobe is preserved is significantly harder. To better understand why, consider the phased array diagram shown in Fig. 2(a). The beam pattern of the array is created by modifying complex weights applied to each antenna element of the phased array. These complex weights alter the magnitude and phase of the signal received on each antenna. We can adjust these weights to align signals on the antennas coming from a certain direction to sum constructively creating a main lobe as shown in Fig. 2(d). In contrast, to create a null, we must ensure that the signals sum up destructively to cancel each other.

Setting the complex weights to ensure the signals from the direction of the interferer cancel each other while signals from the main lobe direction continue to sum up constructively is challenging in practice for several reasons. First, commercial mmWave phased arrays only allow us to change the phase of the complex weight but do not offer any control over the amplitude [11, 64]. While it is sufficient to rotate the phase of the signals to ensure they sum up constructively, it is hard to ensure signals cancel each other without modifying their
amplitude. This is further complicated by the fact that phase control in practical arrays is highly quantized using at most 2 to 5 bits to control the phase shifts.\(^1\) Moreover, practical phased arrays suffer from hardware imperfections [38] which have little impact on the main lobe but can limit the ability to null [38, 43]. For example, in an array with 8 antennas, if the phase on one antenna is off by 5\(^\circ\), the received signal along the main lobe degrades by only 0.004 dB whereas the interference signal along a null increases by 10 dB as we describe in more details in section 4.1.

Furthermore, unlike the main lobe which is naturally wide and, hence, can tolerate small errors in the direction of communication, nulls are narrow as shown in Fig. 2. As a result, any small error in the direction of the interferer will misalign the null and prevent us from effectively eliminating interference. To address this, we must create wider nulls rather than point nulls as shown in Fig. 1(c). In addition, in dense networks, we would need to null multiple different directions to account for multiple interferers or multipath reflections. Creating multiple nulls and wider nulls impose even more requirements that are hard to meet given the constraints and hardware imperfections of practical phased arrays.

Due to the above challenges, past work on null steering remains simulation based [5, 32, 53] and has not been implemented on practical mmWave phased arrays. Furthermore, most past work focuses on creating a single point null and none of the past work accounts for hardware imperfections.

This paper presents Nulli-Fi, the first practical mmWave null steering system that is able to null interference on commercial off-the-shelf phased arrays while preserving the main lobe. Nulli-Fi addresses the above practical challenges by combining a new theoretically optimal algorithm that accounts for limitations in practical phased arrays with a novel discrete optimization framework that overcomes hardware imperfections and enables multiple and wider nulls.

Nulli-Fi’s optimal algorithm is able to create a single null within the constraints of practical phased arrays. To understand how this algorithm works, consider the example shown in Fig. 2. The goal is to have the main lobe at 75\(^\circ\) and create a null at 100\(^\circ\). Each vector in Fig. 2(d)-(g) represents the signal received on a given antenna element. For signals received along 75\(^\circ\), Nulli-Fi sets the phase shifters to rotate the phase of each of these signals to sum up constructively as shown in Fig. 2(d). For signals received along 100\(^\circ\), the signals will have different phases and the vectors will sum up to some vector \(\vec{P}\) as shown in Fig. 2(f). Our goal is to rotate these vectors by changing the phase on the phase shifters in order to null \(\vec{P}\) while preserving the main lobe. To do so, Nulli-Fi restricts further phase-shifts on each antenna to a limited range. For example, if we restrict it to \(\pm 15\)\(^\circ\) on all antennas, the main lobe does not change by more than 0.3 dB, as shown in Fig. 2(e). Nulli-Fi then leverages the insight that the vectors are symmetric around \(\vec{P}\) as shown in Fig. 2(f). By rotating pairs of symmetric vectors towards \(-\vec{P}\), as shown in Fig. 2(g), we reduce the amplitude of \(\vec{P}\). We iteratively rotate the vectors until we null \(\vec{P}\) or achieve the best possible reduction which we prove is optimal given the restrictions on the phase shifts.

The above algorithm provides a simple, optimal way to create nulls under limited phase control but it does not account for hardware imperfections, nor can it create nulls in more than one direction. To address this, we introduce a discrete optimization framework customized to null steering. The framework is inspired by genetic algorithms which have proven effective in discrete optimizations [19, 60]. However, genetic algorithms are very slow and can take thousands of iterations to converge [60] which prevents practical realtime null steering as we discuss in detail in section 7. Like many other optimization techniques, the initialization and stopping criterion are among the most contributing factors to the algorithm’s convergence speed [48, 62]. To address this, Nulli-Fi uses the solution to its optimal algorithm. First, it initializes the optimization framework using the solution from the above algorithm which gives Nulli-Fi a significant head-start and helps it converge faster as we show in section 6. Second, since Nulli-Fi’s algorithm is optimal, it can serve as a stopping criterion to the optimization framework (i.e., the algorithm knows if it has reached a reasonable solution). Combining the two methods gives Nulli-Fi a powerful framework that is both fast and is able to handle hardware imperfections.

Finally, to enable a practical system, Nulli-Fi develops a

\(^{2}\)We prove this in lemma 4.2 to be true for any directions of the main lobe and the null for even number of antennas.
fast null steering protocol that is able to quickly find the direction in which to create a null whenever a new unforeseen interferer appears. The protocol leverages the intuition that the interferer direction is more likely to be at the large side-lobes shown in Fig. 2(b). Hence, instead of searching all possible directions, Nulli-Fi starts with a large side-lobe where it creates a wide null and iterates through the side-lobes until the interferer is nulled.

We have implemented and extensively evaluated Nulli-Fi using commercial 60 GHz, 16 element phased arrays transmitting IEEE 802.11ad packets [33]. Our results show that for 4 bit phase shifters, Nulli-Fi is able to create 3° narrow nulls that suppress interference by 18 dB and 10° wide nulls that suppress interference by 10.5 dB while maintaining the main lobe within 1 dB. For 2 bit phase shifters, Nulli-Fi is still able to null interference by 12.6 dB. Nulli-Fi is also able null up to 5 different directions. We further compare Nulli-Fi with past null forming algorithms and demonstrate up to 10 dB better nulling and 37× faster convergence. We also evaluate NullFi’s fast null steering protocol on top of the mm-Flex platform [33] to show that Nulli-Fi can find the direction of an unknown interferer and null it within 290 ns. Finally, to demonstrate the effectiveness of Nulli-Fi in dense mmWave networks, we compare Nulli-Fi to past work that leverages the directionality of mmWave radios to enable many concurrent transmissions [27]. By nulling interference from side lobes, Nulli-Fi is able to achieve 2.6× higher data rate when 10 mmWave links (20 nodes) are transmitting concurrently.

Contributions: The paper has the following contributions:

• The paper presents the first practical system that can create nulls on mmWave phased arrays.

• The paper introduces a theoretically optimal algorithm for creating nulls and a novel discrete optimization framework that account for practical challenges in mmWave systems.

• The paper develops a fast null steering protocol to deliver a practical system.

• The system is built and evaluated on real phased arrays to demonstrate significant gains in suppressing interference.

• We have open sourced implementations of our algorithms and baselines on our git repository [36].

2 Related Work

There is a significant literature on millimeter wave beam shaping and steering. Past mmWave systems research, however, has mainly focused on beam alignment, i.e., developing protocols to quickly find the best direction to align the beams of a transmitter and receiver or to switch the beam to a different path to avoid blockage [17,20,27,40,56,65,66]. Some works also explore the problem of beam pattern synthesis [13,42,51]. However, these works focus on shaping the main lobe of the beam to achieve good antenna gain along the direction of communication. In contrast, we focus on forming and steering nulls to suppress interference.

Past work on mmWave networks proposes leveraging the directionality of mmWave links to enable dense spatial reuse and maximize the number links that can transmit simultaneously [27,28]. However, the work shows that side lobe leakage from practical mmWave phased arrays limits the ability to enable spatial reuse. In section 6, we compare with this work to show that Nulli-Fi can enable 2.43× higher throughput than [27] when 10 links are transmitting concurrently. Another work [59] mitigates interference by aligning the natural nulls in the beam pattern toward the interferer. This, however, comes at the cost misaligning the mainlobe [59]. In section 6, we show that this can reduce the SNR by up to 10 dB. In contrast, Nulli-Fi creates new nulls that suppress interference while preserving the main lobe alignment.

Previous work on null forming in phased arrays is simulation based and to the best of our knowledge has not been implemented on practical mmWave phased arrays. Most of the past work ignores many of the practical limitations. Table 1 summarizes past work. Specifically, most methods assume that it is possible to arbitrarily set the phase and amplitude of the complex weights. Others do not require amplitude control but assume phase control is continuous and can be set arbitrary. However, mmWave phased control is highly quantized offering only 2 to 5 bits to control the phase [2,11,47]. Two works [49,52] assume a digital phased array, i.e., each antenna is connected to a district transmitter or receiver and the complex weights can be set arbitrary in digital. Commercial mmWave phased arrays are mostly analog and have a single digital transmitter or receiver as shown in Fig. 2(a) [2–4,33].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[49]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[52]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[6,25,29,53]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>[5,9,30,58]</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[32]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(1st Res.)</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[12, 21, 39, 50, 54, 57]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[22, 23, 35]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[8]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(9 bits)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[15]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(at 2.5 GHz)</td>
<td>×</td>
</tr>
<tr>
<td>Null-Fi</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>(2–4 bits)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(at 60 GHz)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of Related Work on Phased Array Nulling
The closest to our work are [22, 23, 35] which use genetic algorithms to create nulls in case of discrete phase only control with 6 bits of quantization. However, these systems are not implemented in practice, ignore hardware imperfections, take many iterations to converge and can only create a point null for which Nulli-Fi has a closed-form solution. In section 6, we implement and compare with these methods to show that even if they account for hardware imperfections, Nulli-Fi still achieves 10 dB better nulling with the same running time, and is 37× faster with the same performance.

Authors in [8, 15] implement nulling on custom built phased arrays. However, they operate in the sub-6 GHz frequency range where it is significantly easier to build phased arrays with flexible control. In particular, [8] works at 4.5 GHz and uses phase shifters with a 9-bit control, i.e. it is possible to set the phase at a resolution of 0.7°. They first solve the nulling problem in the continuous phase domain using gradient descent and then round off the continuous values to the 9-bit discrete space. Millimeter wave phase shifters, however, typically support 2 to 5 bits phase shifters for which the quantization error become too large. In section 6, we implement and compare with this work and show that its performance significantly degrades as the number of bits decreases. Another work [15] operates at 2.4 GHz and uses deep neural networks to create the nulls. However, the DNN architecture can only output continuous values and can suffer from over-fitting.3 In contrast, this paper presents and extensively evaluates a solution that works for highly quantized phase on practical mmWave phased array.

Some works propose changing the positions of the antennas to create nulls in the beam pattern or reduce the side lobes [7, 24, 26, 31]. However, these techniques require new custom built hardware and are only suitable only for static applications with a fixed beam pattern and null locations. Finally, there is a large body of work that proposes interference nulling using MIMO techniques at sub 6 GHz frequencies [16, 18, 34, 37, 45]. These works are complementary to Nulli-Fi as they require multiple digital transmitters or receivers to perform digital beamforming and set arbitrary complex weights in digital to null the signals.

3 Specifically, the paper mostly provides simulation results and only shows three examples of nulls created on real hardware.

### 3 Primer

In this section, we provide a primer on phased arrays as well as genetic algorithms on which we base our optimization.

1. **Phased Arrays**: In analog phased arrays, an array of antennas is connected to a single transmitter or receiver through a single chain. The signal on each antenna \( n \) is multiplied with a complex weight \( a_n \) as shown in Fig. 2(a). By changing these weights, we can change the beam pattern and steer the main lobe of the beam in any direction. The beam pattern along a direction \( \phi \) can be written as:

\[
P(\phi) = \sum_{n=0}^{N-1} a_n e^{2\pi j \frac{d}{\lambda} n \cos(\phi)}
\]

where \( N \) is the number of antennas, \( \lambda \) is the wavelength of the signal, and \( d \) is the separation between adjacent antennas. We can steer the main lobe towards the direction \( \phi \) by setting the complex weights to \( a_n = e^{-2\pi j \frac{d}{\lambda} n \cos(\phi)} \) which will cause the signals coming from direction \( \phi \) to sum up constructively. For example, by setting \( \phi = 75^\circ \), we get the beam pattern shown in Fig. 2(b). The beam pattern exhibits natural nulls where \( P(\phi) = 0 \) and no signal is received along that direction. In practice, however, such perfect nulls are not possible. Hence, we define a null as a point in the beam pattern where \( P(\phi) \) is extremely small (e.g. −25 dB relative to the main lobe). The deeper the null, the more effective it is at suppressing interference. Our goal is to find a setting of the complex weights to create a null along a certain angle \( \phi_{\text{null}} \) while maintaining the amplitude level of the pattern at \( \phi_{\text{main lobe}} \).

If we are able to control both amplitude and phase of the complex weights in a continuous manner, then we can easily create any beam pattern. In particular, we can transform Eq. 1 into a Fourier Transform by setting \( f = -d/\lambda \cos(\phi) \). We can then construct any desired pattern and take its inverse Fourier transform to find the set of complex weights that we should use. Most practical phased arrays, however, do not support controlling the amplitude of the complex weights especially since modifying the phase is sufficient to steer the main lobe of the beam. These phased arrays use a component called a phase shifter to shift the phase of the signal on each antenna element. Hence, the problem is restricted to having \( |a_n| = 1 \), i.e. \( a_n = e^{j\alpha_n} \). Unfortunately, the problem becomes even harder when we are limited to a quantized set of phase shifts, especially when the number of control bits used to set the phase shifter is small as the problem becomes non-convex and the search space is exponentially large. For example, for a 16 element array, and 4 bits (= 16 values) of resolution in phase-shifters, we get \( 16^{16} \approx 1.8 \times 10^{19} \) possible patterns.

2. **Genetic Algorithms**: Genetic Algorithms (GAs) are a family of evolution-inspired algorithms designed to solve optimization problems. They are particularly useful when the search space is discrete and has many local maxima [60].
high-level overview of the algorithm structure is depicted in Fig. 3. The algorithm starts by considering a set of initial chromosomes referred to as the population. Each chromosome represents one possible solution of the problem e.g. a setting of complex weights \((a_0, a_1, \ldots, a_{n-1})\). The first stage of the algorithm is natural selection where the chromosomes are ranked using a fitness function that evaluates how well each chromosome solves the problem e.g. how good of a null it creates. Fraction of chromosomes that are most fit to solve the problem are then selected and the rest are discarded. The remaining chromosomes give rise to new potentially fitter, chromosomes, which repopulate the population via mutation and crossover. In mutation, random bits used to represent the chromosomes are flipped to create new chromosomes whereas in crossover, two random parents give birth to two new chromosomes as shown in Fig. 3. Once the population reaches its original size, the fitness of the chromosomes is re-evaluated and the best chromosome is selected. The entire process keeps repeating until the algorithm converges, i.e. reaches some stopping criteria. While genetic algorithms work surprisingly well, they are completely arbitrary and do not exploit the underlying structure of the problem. As a result they take a long time to converge and can give sub-optimal results. Nulli-Fi builds on the high-level structure of such algorithms to design a new optimization framework customized to the problem of null steering.

4 Nulli-Fi

4.1 Nulling Algorithm

Assumptions: To begin, we state the set of assumptions under which we optimally solve the nulling problem. We will assume that the number of antenna elements, \(N\), is even, and that the physical distance of adjacent antenna elements is \(d \leq \lambda/2\), where \(\lambda\) is the wavelength. We further assume that we only have phase control over antenna elements, and before nulling, all the antenna elements are beamforming towards some direction \(\phi_0\), i.e. the phase shifts \(\alpha_n = \angle P_0\), as described in Eq. 1.  

Preserving the Main Lobe: In order to preserve the main lobe of the beam directed towards \(\phi_0\), we limit any additional phase-shifts on each antenna element to \(\pm \alpha^*\), i.e. \(|\Delta \alpha_n| \leq \alpha^*\) for all \(n\). We show that this limits the loss in the main lobe to at most \(\sin^2(\alpha^*)\). In particular, we prove the following lemma in Appendix A.5:

**Lemma 4.1** If \(\alpha^* \leq 90^\circ\), a maximum phase shift restricted to \(\pm \alpha^\circ\) for each antenna element will result in a loss of at most \(\sin^2(\alpha^*)\) in the main lobe.

This would mean that for \(\alpha^* = 15^\circ\) (or 30\(^\circ\) of freedom), the main lobe changes by at most 0.3 dB.

\[^4\text{In a discrete phase scenario, aligning towards any angle \(\phi_0\) is not possible and we must set all elements to the closest discrete value to \(\phi_0\).}\]

\[^5\text{In fact, \(\bar{P} = 6\phi/\pi\) but we have downscaled it by 6 for better visualization.}\]

![Figure 4: Example Nulli-Fi’s nulling algorithm for \(N = 6\) antenna elements with the main lobe at 90\(^\circ\) an nulling at 73\(^\circ\).](image-url)
will reduce the beam pattern amplitude along $\phi$ as shown in Fig. 4 (b2) but it will not change its angle. This means that all the vectors remain symmetrical around the $\vec{P}_{\phi}$. If a null is achieved, we stop. If not, we repeat with another symmetrical pair as shown in Fig. 4 (b3,b4). Note that the same rotations are also applied at the main lobe in Fig. 4 (a2-a4). While these rotations result in a null at 73°, they cause only a 0.2 dB loss at 90°.

A pseudocode of the algorithm can be found in Alg. 1 in Appendix A.1. We also prove the following theorem regarding the optimality of our algorithm in Appendix A.5.

**Theorem 4.3** Given the constraint $|\Delta \alpha_n| < \alpha^*$, Alg. 1 gives the best nulling performance at any angle $\phi$.

It is worth noting that given the constraints, it is not always possible to achieve a perfect null i.e. $\vec{P}_{\phi} = \vec{0}$. In such cases, the above algorithm yields the deepest possible null. This also allows the algorithm to identify directions that can be perfectly nulled from those that cannot. In Appendix A.4, we provide further analysis and closed form solutions for the bounds of achievable nulling performance as a function of the direction of the null.

### 4.2 Optimization Framework

In this section, we show how to account for hardware imperfections and achieve multiple and wider nulls. We extend our definition of a null to be an interval $2\beta$ degrees wide around $\phi$ i.e., $[\phi - \beta, \phi + \beta]$ where the magnitude of the beam pattern is lower than a certain threshold. The input to our optimization are multiple such intervals $([\phi_i - \beta, \phi_i + \beta])$ where we wish to null interference. A pseudocode of our optimization framework can be found in Alg. 3.

**Encoding:** We will encode the solution i.e. the setting of the phase shifts $\alpha_n$ into chromosomes that form the basis of the genetic algorithm. Suppose the phase shifts are quantized using $q$ bits, then each $\alpha_n$ can be represented as a bit string $(b_{n,1},\ldots,b_{n,q})$ where $b_{n,i}$ is the $i$th most significant bit of $\alpha_n$. A chromosome $A$ can then be encoded as a concatenation of the $N$ binary representations of the phase shifts:

$$A = (b_{0,1},\ldots,b_{0,q},b_{1,1},\ldots,b_{1,q},b_{N-1,1},\ldots,b_{N-1,q})$$

We define $P_A$ as the beam pattern associated with chromosome $A$.

**Initialization:** While genetic algorithms generally start from a set of randomly generated chromosomes, we use the output of Alg. 1 to initialize our genetic algorithm. Specifically, for each null region $([\phi - \beta, \phi + \beta])$, we run Alg. 1 and find the optimal setting of $\alpha_n$ to create a null along $\phi_i$. Each solution will give us a single initial chromosome. We then slightly perturb the values of the phase shifts to create a larger population of initial chromosomes. This dramatically improves the optimization’s performance as we show in section 6.2.

**Fitness function $F(A)$:** This function evaluates the performance of any given chromosome $A$. In our problem setup, we define the fitness function as

$$F(A) = \min_{i \in \{1,\ldots,L\}} -10 \log_{10} \left( |P_A(\phi)|^2 \right),$$

where $P_A(\phi)$ can be calculated from Eq. 1 by setting the complex weights to $e^{i\alpha_n}$. This fitness function $F(A)$ optimizes for the worst nulling performance in dB across all the regions we wish to null. In particular, the min point of $-10 \log_{10} (|P_A(\phi)|^2)$ is the max point in $|P_A(\phi)|^2$ which is the least nulled point. Hence, the fittest chromosome, $A^* = \arg \max_A F(A)$, will give the best nulling performance across all directions since we optimized for the worst case.

**Natural Selection:** At each iteration, we evaluate the fitness function for every chromosome and keep the ones with the best performance. In our implementation, we typically keep the top 50% of the chromosomes.

**Cross-over:** Recall from section 3, this operation is meant to combine two parent chromosomes $A_1$ and $A_2$, to give birth to a new, potentially fitter chromosome, $A_3$. Typically, the two parents $A_1$ and $A_2$ are chosen randomly. However, Nulli-Fi employs a more intelligent selection criteria. For simplicity, let us consider a single null point and use the same vector representation we used in section 4.1 to explain Nulli-Fi’s cross-over operation.

To begin, we first group chromosomes into different buckets $1$,$\ldots$,$2B$. Bucket $i$ contains all chromosomes $A$ with $(i-1)\frac{\pi}{B} \leq \angle P_A < i\frac{\pi}{B}$. Fig. 5 (a) shows an example of these buckets for $B = 4$, where buckets on the opposite sides of each other have the same color. In our cross-over operation, two parents $A_1$ and $A_2$ are then chosen at random, under the constraint that $\angle P_{A_1}$ and $\angle P_{A_2}$ are in opposing buckets (for example, $B_3$ and $B_4$). Then, a new chromosome $A_3$ is created by averaging the phase shifts of $A_1$ and $A_2$, as shown in Fig. 5 (b). The intuition behind this is that by taking the average phase shift of the two parents, the new chromosome will approximately have a pattern vector equal to the sum of its parents. Since the parents come from opposing buckets, the summation of their patterns will likely result in a smaller vector. This is depicted in Fig. 5 (a) where the red vector corresponding to the child chromosome $A_3$, is smaller than the pattern of either parent (depicted black and blue vectors). By exploiting the structure of the problem, Nulli-Fi is able to quickly generate fitter
Accounting for Hardware Imperfections: There are two types of hardware imperfections: (1) phase offsets due to different wire lengths or paths that the signals traverse, and (2) non-uniform antenna element radiation patterns. In particular, the signal on each antenna incurs an additional $\delta_n$ and signals coming from a direction $\phi$ incur an additional attenuation of $R_n(\phi)$. Fig. 6 shows the radiation patterns of two antenna elements on our hardware setup described in section 5. As can be seen, antennas do not receive the signal uniformly across all directions. While these factors do not severely affect the quality of the main lobe, they have a more significant impact on the nulling performance of the phased array, as we show in section 6. This is because the beam pattern computed using Eq. 1 and used for evaluating the fitness function is no longer valid in practice. We can measure these imperfections using a simple calibration procedure outlined in detail in appendix A.2. Once measured we can modify Eq. 1 as follows:

$$P(\phi) = \sum_{n=0}^{N-1} a_n R_n(\phi) e^{j\delta_n} e^{-2\pi f\frac{\delta}{\lambda}n\cos(\phi)}, \quad (2)$$

We observe these imperfections to be stable and, hence, can be measured once. By modifying the fitness function to account for these hardware imperfections, we can generate beam patterns that achieve good nulling performance in practice.

## 4.3 Fast Null Steering Protocol

Now that we have a framework to form nulls at any desired direction, we need to find a practical way to align and suppress nulls in a real network. In this section, we present a simple yet fast and practical protocol to do so. The protocol finds and suppresses interferers in succession, by enforcing wide nulls at the high-level side-lobes of the pattern.

We begin with a simple example, where there is only one interferer. Consider the pattern in Fig. 7. As can be seen, the pattern has a number of significant side lobes, denoted by upwards brown arrows, which are the most likely to receive interference from other links in the network. Nulli-Fi finds these side-lobes, and computes corresponding patterns that have nulls at each side lobe as shown on the second row in Fig. 7, while keeping the main lobe. The hardware then quickly sweeps through these patterns, computing the Received Signal Strength (RSS) corresponding to each pattern. If the RSS drops for one of these patterns, it means that the interference was suppressed. This way, we can eliminate the interferer. To make the algorithm even faster, Nulli-Fi checks the SINR value at after each beam switch, and stops if the SINR is within a threshold of its original value.

Following this example in case of multiple interferers, we first suppress the one with the highest power. Once this interferer is nulled, we keep a null at its direction at all times,
and search for the next interferer with the highest power. We repeat this process until all interferers are suppressed. We note that since our protocol only looks for interferences at high-level side lobes of the pattern, it will be much faster than a full scan, while remaining effective in improving the SINR, as we show in section 6.4.

5 Implementation

Nulli-Fi’s Setup. Nulli-Fi is implemented using the off-the-shelf Sivers IMA EVK06002 platform [3], equipped with a 60 GHz 16-element linear phased array shown in Fig. 8(b). In order to measure the beam patterns, we mount the phased array radios on a steerable platform controlled through an Arduino as shown in Fig. 8(a). Our testbed also includes a 60 GHz Pasternack PEM009-KIT [1] equipped with a directional 3-degree horn antenna (Fig. 8(c)) which we use to transmit signals in order to measure the generated beam patterns. All hardware devices were connected to a machine running Ubuntu 18.04 through USRP N210 software defined radios. The center frequency in all experiments was 60.48 GHz. We run our experiments in 4 different rooms in 8 different locations, and in each location, we test 125 distinct combinations of directions of communication and interference. The EVK06002 platform offers flexible phase control for each of the antenna element weights which allows us to experiment using different number of bits. We evaluate Nulli-Fi using at most 4 bits of phase resolution, i.e. 16 distinct phase shift values per antenna element. We also show Nulli-Fi’s performance for more coarse-grained control on phase, specifically 2 bit and 3 bit phase resolution. We also calibrate the array as described in Appendix A.2.

Nulli-Fi + mm-Flex Setup. We also implemented Nulli-Fi on top of the mm-Flex platform [33], to evaluate our null steering protocol. We transmitted IEEE 802.11ad control frames, where we use 10 Golay sequences to switch beam patterns. Our setup can switch between beam patterns once every 54 nanoseconds, during which we are able to measure RSS values corresponding to that pattern. This way, sweeping through 10 beam patterns takes less than 0.55 µs. Further details of this setup can be found in Appendix A.3.

6 Results

6.1 Evaluation Metrics

We start by describing the evaluation metrics used to quantify Nulli-Fi’s performance. Fig. 9 illustrates some of the metrics on an example beam pattern created by Nulli-Fi.

- **Null Width**: Since we create wide nulls, we define the null width as the region of directions nulled in the beam pattern.
- **Worst-point nulling performance**: Minimum amount of nulling in the target null region, measured as the difference between the peak of the main lobe and maximum point in the null region as shown in Fig. 9.
- **Median nulling performance**: Median amount of nulling in the target nulling region measured as the difference between the peak of the main lobe and median point in the null region.
- **SINR Gain**: Gain in Signal-to-Interference plus Noise Ratio before and after nulling the interferer.
- **Main Lobe Loss**: Loss in the main lobe power compared to a beam pattern without the imposed nulls.
- **Number of Nulls**: Number of different directions in which nulls are created.
- **Quantization Level**: Number of control bits used to set the phase on the phase shifters.
- **Number Iterations**: Number of iterations it takes for the optimization to converge.
- **Null Steering Latency**: Time it takes to steer the null towards an interferer once the interferer appears.

6.2 Baselines

We compare Nulli-Fi to the following baselines:

1. **Quantize-Continuous** [8] – This baseline solves the problem in the continuous domain and then quantizes the phase solution to the nearest available discrete phase values.
2. **Genetic- Algorithms** [22] – We compare Nulli-Fi to past work that uses genetic algorithms to create nulls.
3. **Shift-Pattern** [59] – This baseline steers the main lobe a bit away from the direction of communication in order to align the natural nulls in the signal with the interferer.
4. **BounceNet** [27] – This work aims to enable dense spatial reuse in mmWave networks by leveraging the directionality of mmWave beam patterns.
We start by evaluating Nulli-Fi’s ability to create nulls and compare it with past work.

1. Nulli-Fi’s Nulling Performance: Fig. 11 shows a few examples of beam patterns with nulls created by Nulli-Fi on our phased array for different null directions, main lobe directions, null widths, and number of nulls using 4-bit phase shifters. As can be seen in Fig. 11(e, h), Nulli-Fi can create nulls as deep as $-20$ dB and $-35$ dB ($40$ dB and $55$ dB below the main lobe respectively). Nulli-Fi can also create nulls that are as wide as $20^\circ$ while maintaining a median nulling performance that is $20$ to $25$ dB below the main lobe as shown in Fig. 11(b, g). It can create up to 5 different nulls as shown in Fig. 11(d).

Fig. 12 shows a CDF of the median and worst-point nulling performance in more than 1000 experiments. Nulli-Fi’s 50th percentile is about $29$ dB for the median nulling and $25$ dB for the worst-point nulling. Since commercial 802.11ad hardware today, like laptops and tablets, comes equipped with only 2 bit phase control in the phased arrays [2, 11], we evaluate Nulli-Fi’s performance using fewer bits of phase resolution. Fig. 12 also plots the CDF of the nulling performance with Nulli-Fi using 2 and 3 bits of phase control. While the nulling performance degrades with fewer bits, Nulli-Fi is still able to achieve a $24.1$ dB median and $21.1$ dB worst-point performance using only 2 bits, and $26.2$ dB median and $24.3$ dB worst-point performance using 3 bits of phase resolution.

Finally, we measure the main lobe loss suffered due to creating nulls, and plot the empirical CDF in Fig. 10. As can be seen, the median and the 90th percentile values of the main lobe power loss are only $0.58$ dB and $1.46$ dB respectively, demonstrating Nulli-Fi’s ability to preserve the main lobe while creating nulls.

2. Nulling Performance vs. Null Width: There is a natural trade-off between the width of the null created and its median (or worst-point) performance. To examine this, we evaluate Nulli-Fi’s ability to create very narrow nulls like the ones shown in Fig. 11 (a, h) as well as very wide null regions like the ones shown in Fig. 11 (b, c). We run experiments where we create nulls of different widths ranging from $1^\circ$ to $50^\circ$, and plot the median and worst-point performance in Fig. 13(a).

While the median nulling performance remains more than $25$ dB even for nulls as wide as $50^\circ$, the worst-point performance deteriorates much more quickly. This point becomes clear when we consider the fact that the total radiated power in the beam pattern has to be conserved, implying that nulling one region will cause other regions to have an amplification in power. Therefore, while it may be possible to keep the median point in the target null region low for wide nulls, it becomes increasingly difficult to ensure that the worst-point in the target null region remains low as well.

It is worth noting that such overly wide nulls might not be needed in practice and nulls with width of $5^\circ$ to $10^\circ$ might be more than enough to account for inaccuracy in the estimating the direction of interferer. One could, however, use very wide null to preemptively suppress less powerful interferers.

3. Nulling Performance vs. Number of Nulls: As mentioned previously, in practical networks there could be multiple sources of interference (separate signals or multipath), each occurring at a different angle. Thus, we test Nulli-Fi’s ability to create / simultaneous null regions for $1 \leq l \leq 5$. We run 200 experiments for each $l$ by randomly assigning the null regions. We constrain all null regions to be at most $10^\circ$ wide, and in the case of multiple nulls, any two null regions should be at least $10^\circ$ apart (otherwise, we observe that the two nulls
merge into one wider null). Fig. 13(b) shows the median and worst-point nulling performance for different numbers of null regions. Note that for multiple null regions, we present the median and worst-point performance numbers for the poorest performing null in the beam pattern. As can be seen in Fig. 13(b), even with 5 null regions, Nulli-Fi is able to achieve 25.8 dB median and 19.1 dB worst-point performance. Fig. 11(d) shows an example of 5 null regions generated by Nulli-Fi.

4. Nulling Performance vs. Baselines: We run more than 1000 experiments for creating nulls at different angles, with different main lobe directions and null widths. Our nulling angles and main lobe directions range from the 30° to 150° region, and null widths range from 5° to 20° width. In all of the experiments, the target null region does overlap with the ±10° region around the main lobe direction. In these experiments, we focus on the performance for creating a single null. In Fig. 13(c), we compare Nulli-Fi’s performance against the Quantize-Continuous baseline. The continuous solutions are quantized to b = 5, 6, · · · , 9 bits of phase resolution, whereas Nulli-Fi is implemented on real hardware with 4 bits of phase resolution. Nulli-Fi’s performance exceeds Quantize-Continuous even with 9 bits of phase resolution compared to Nulli-Fi’s 4 bits. This shows that simply quantizing the continuous phase solution (especially quantizing to less than 7 bits) does not work for practical phased arrays.

We also compare Nulli-Fi with genetic algorithm [22] (Genetic) as well as with Nulli-Fi’s optimization framework without initializing it with the solution of our optimal algorithm (Nulli-Fi No optimal). We run experiments where each algorithm is required to create single nulls at 200 different directions. We fix a target nulling performance of −20 dB and record the number of iterations required to achieve the desired nulling. Fig. 14(a) plots a CDF of the No. of iterations, showing that Nulli-Fi converges almost two orders of magnitude faster than Genetic. The figure also shows that Nulli-Fi’s optimal algorithm enables much faster convergence and in many cases already gives a nulling performance of −20 dB. Hence, Nulli-Fi converges in a single iteration. Moreover, by comparing the 99th percentile of Genetic and Nulli-Fi(No optimal), which comprises cases where it is more difficult to create nulls, we can see that Nulli-Fi’s novel crossover scheme helps in pushing the algorithm faster towards the desired nulling performance. Next, we fix the number of iterations to 10 for all three algorithms and plot the CDF of the nulling gain achieved by Nulli-Fi over each algorithm in Fig. 14(a). Nulli-Fi achieves a median gain in nulling of 10 dB over Genetic and 4 dB over Nulli-Fi (No optimal).

5. Sensitivity to Calibration & Hardware Imperfections

To show the significance of accounting for hardware imperfections, we run experiments to evaluate nulling performance using coarse and absent calibration on the phased array frontend. We also run experiments without accounting for non-uniform antenna radiation patterns discussed in Section 4. As mentioned previously, such imperfections have little effect on the location and power of the main lobe, but will lead to significant errors in null forming [43]. Fig. 15a, shows a CDF of the nulling performance. Without accounting for hardware imperfections, the median nulling is only 10 dB which is 17 dB worse than Nulli-Fi. With simple coarse calibration, the performance already improves by 7 dB. The figure also shows that while ignoring the non-uniform radiation patterns is not as severe, it still reduces the median nulling performance by 3 dB compared to Nulli-Fi. Finally, Fig. 15b shows the sensitiv-
6.4 Suppressing Interference & Improving Throughput

In this section, we present results for Nulli-Fi’s ability to steer the null to suppress interference.

1. Null Steering Algorithm: Here we show the performance of Nulli-Fi’s ability to suppress new, unforeseen interferences. To this end, we implemented Nulli-Fi on mm-Flex [33], and we ran close to 700 experiments with different relative locations, power levels for the interference. The experimental setup of this part was explained in section 5.

Fig. 16(b) shows the CDF of Signal to Interference plus Noise (SINR) ratio under four different conditions. As revealed by the figure, throughout all experiments, we set the SINR for when there is no interference to around 21 dB. By introducing the interference (shown by the maroon curve) whose location and power is unknown to the system, the SINR drops to as low as < 1 dB. Then, by running Nulli-Fi’s null steering algorithm as described in section 4.3, Nulli-Fi chose and suppressed the side lobes one by one in order to restore the original SINR. The algorithm would stop once it reached within 1 dB of the original SINR, or it suppressed each side-lobe once (up to 10 side lobes).

We did this experiment in two regimes of narrow (2°) and wide (10°) nulls, shown by green and dark blue curves respectively. As seen in both curves, Nulli-Fi can improve the SINR by a median of 13 dB and 15 dB for narrow and wide nulls respectively.\(^7\) We therefore see that Nulli-Fi is able to bring the SINR very close to its original value in the absence of the interferer in all cases. This shows that it is sufficient to look for interference only at the side lobes, as opposed to performing a full scan.

We mention a trade-off between using narrow (2°) and wide (10°) nulls. We expect wide nulls to have a higher chance of capturing the interference, albeit with lower suppressing power as we showed in section 6.3. We see here that this is indeed the case: Compared to narrow nulls, wide nulls have a higher chance of capturing the interference, while narrow nulls suppress the interference better. This is also reflected by the tails of the green and the dark blue curves in Fig. 16(b). We also compare the runtime of Nulli-Fi’s algorithm against the baseline of fully scanning all angles. The numbers are reported using the fast beam switching and RSS measurement technique implemented in [33]. We see that Nulli-Fi’s algorithm run on average in 290 nano-seconds, with a standard deviation of 115ns, which is more than 10× faster than a full search scheme, whose average and standard deviation for running time are 3.280 and 1.616 µs, respectively.

Finally, we compare Nulli-Fi’s performance in gaining SINR with the Shift-Pattern baseline. We fix the signal and the interference power, and we move the interferer to different angles, and run 100 experiments to measure the gain in SINR. We compare Nulli-Fi with this baseline in two cases. In the first case, \textit{Shift-Pattern (perfect)}, we assume perfect knowledge of the beam pattern, in which case Shift-Pattern chooses the best (deepest) null direction out of all direction within an interval of 10 degrees around the current pattern. We note that although this always reduces the power at the desired null location, it may lead to significant losses in the mainlobe, as we can see in Fig. 16(a). Things get even worse once we use the theoretical beam pattern to predict the optimum shifting amount (\textit{Shift-Pattern}), which almost always results in a loss of SINR, due to inaccuracy of the theoretical beam pattern in predicting the real one. Nulli-Fi, on the other hand, always gives at least 6dB improvement in SINR, outperforming both versions of the baselines in almost all cases. This shows that simply shifting the pattern does not work in a practical system, since by shifting towards a null, we also shift the main lobe away from the direction of communication.

2. Throughput in Dense Networks: Fig. 16(c) demonstrates...
Nulli-Fi’s performance gains in dense networks. To do so, we implement and compare with BounceNet [27] which exploits the directionality of mmWave phased arrays to enable dense spatial reuse. We incorporate Nulli-Fi’s nulling into BounceNet. Fig. 16(c) plots the total network data rate as the number of links in the network increases from 1 to 10. We compare Nulli-Fi against a regular phased array testbed using standard codebook-based beam patterns without interference nulling. As seen in the figure, due to significant interference in dense networks caused by side lobe leakages and multipath, a regular phased array equipped testbed can achieve only up to 11.31 Gbps network data rate for 10 links. Nulli-Fi, on the other hand, can effectively null out interference at each link and can increase the total data rate for the same phased array testbed to 29.1 Gbps, providing a gain of 2.6×.

In Table 2, we present further statistics on the gains in total data rate achieved by Nulli-Fi over a regular phased array testbed for different number of links n in the network. For each n we perform 100 different experiments by randomizing the client and AP positions. The result shows that for up to n = 4 communication links, Nulli-Fi can achieve the maximum possible gain of n× over the vanilla phased array testbed. Thus, in certain experiments Nulli-Fi was able to get all 4 links to communicate simultaneously by nulling out interferences, whereas the regular phased arrays were not able to exploit any spatial reuse whatsoever due to side lobe leakages and interference. Note that this gain saturates and begins to fall as the number of links increases due to increased interference. Nonetheless, Nulli-Fi is still able to achieve gains as high as 3.09× in network data rate for 10 links in the network. Table 2 also shows results for 90th percentile and median gains.

<table>
<thead>
<tr>
<th>No. of Links</th>
<th>Max Gain</th>
<th>90th Perc. Gain</th>
<th>Median Gain</th>
<th>No. of Links</th>
<th>Max Gain</th>
<th>90th Perc. Gain</th>
<th>Median Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1×</td>
<td>1×</td>
<td>1×</td>
<td>6</td>
<td>3.60×</td>
<td>2.83×</td>
<td>2.33×</td>
</tr>
<tr>
<td>2</td>
<td>2×</td>
<td>2×</td>
<td>1.58×</td>
<td>7</td>
<td>3.50×</td>
<td>2.72×</td>
<td>2.38×</td>
</tr>
<tr>
<td>3</td>
<td>3×</td>
<td>3×</td>
<td>1.8×</td>
<td>8</td>
<td>3.38×</td>
<td>2.94×</td>
<td>2.41×</td>
</tr>
<tr>
<td>4</td>
<td>4×</td>
<td>2.86×</td>
<td>2.12×</td>
<td>9</td>
<td>2.97×</td>
<td>2.77×</td>
<td>2.44×</td>
</tr>
<tr>
<td>5</td>
<td>4.16×</td>
<td>2.81×</td>
<td>2.27×</td>
<td>10</td>
<td>3.09×</td>
<td>2.68×</td>
<td>2.43×</td>
</tr>
</tbody>
</table>

Table 2: Gains in Total Network Data Rate from Nulli-Fi

7 Discussion and Limitations

In this paper, we introduced novel algorithms that significantly boost the convergence speed and improved the nulling performance compared to past work. Furthermore, the system enabled the first practical implementation of null steering by accounting for hardware restrictions, incorporating hardware imperfections and achieving wide and multiple nulls.

Importance of Convergence Speed: One might wonder, however, why having a faster algorithm is important in practical network deployments. The reason has to do with today’s commercial phased array hardware. In particular, the hardware typically stores a codebook of different beam patterns in the on-board memory, and the mmWave radio beams towards different directions by reading the precomputed phase shift values from the codebook. As such, it is not possible to store precomputed beam patterns for all combinations of main-lobes and nulling directions. For instance, if we consider beam patterns with just one null, we would need to store a beam pattern corresponding to each main-lobe direction and each null direction, so a total of 180 × 180 beam patterns to achieve a null accuracy of 1 degree. This requirement grows exponentially with the number of nulls and would require gigabytes of memory for more than 2 nulls. Compare this to today’s millimeter wave phase array that can store 16 to 256 codebooks. Hence, pre-computing and storing the beam patterns is not feasible. This is precisely why it is important to have an efficient algorithm that can converge quickly and compute the required beam patterns in real-time operation. This can allow even further optimization of the beam pattern at run-time which was not possible earlier in the codebook approach. Therefore, the speed of convergence is an important metric in evaluating the different nulling algorithms.

Limitations. We point out a few matters worth considering.

• In this paper, Nulli-Fi enables nulling the interference at the receiver. This is because it is easy for receivers to sense the direction of interference and change their beam pattern to suppress it. That said, there is an opportunity to perform nulling from the transmitter side where the transmitter creates a null in its beam pattern to suppress its own signal in direction of other receivers. This, however, would require an efficient protocol that allows the transmitter to discover the direction of those other receivers at which it is creating interference. Performing nulling from both transmitter and receive side would further improve the performance of the network. However, we leave that for future work.

• Once Nulli-Fi successfully nulls an interferer, it may not sense when it disappears. As a result, if new interferers appear, Nulli-Fi may not know whether to create more nulls or to switch the direction of the null. This can potentially be solved by periodically checking each nulled region for the presence of interference when it is not receiving packets.

• Nulli-Fi’s framework is designed for phase shifters that use analog beamforming, which is common for commercial, practical phased arrays. While digital beamforming introduces a substantial overhead in terms of cost and power consumption, the in-between class of hybrid beamforming allows for more flexibility in terms of nulling. Exploring nulling in hybrid beamforming is left for future work.
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A Appendix

A.1 Pseudocode

Here we present pseudo codes to Nulli-Fi’s algorithms discussed in section 4.

Algorithm 1: \textsc{OptimalNulling}(N, \phi, \phi_0, d, \lambda, \alpha^*)

\[
\begin{align*}
\theta &\leftarrow \frac{2\pi}{N} (\cos(\phi) - \cos(\phi_0)); \\
v_P &\leftarrow \exp(j\frac{N-1}{2}\theta); \\
\text{for } n \text{ in range}(N): \\
\quad v_n &\leftarrow \exp(jn\theta); \\
\quad \Delta \alpha_n &\leftarrow 0; \\
\text{for } n \text{ in range}(\frac{N}{2}):
\quad \text{if } |\angle(v_P, v_n) - \pi| < \alpha^*:
\quad\quad \Delta \alpha_n = \pi - \angle(v_P, v_n);
\quad \text{elseif } \angle(v_P, v_n) > \pi + \alpha^*:
\quad\quad \Delta \alpha_n = \alpha^*;
\quad \text{elseif } \angle(v_P, v_n) < \pi - \alpha^*:
\quad\quad \Delta \alpha_n = \alpha^*; \\
\quad \Delta \alpha_{N-n-1} = \angle(v_P, v_{N-n}) - \pi; \\
\quad \text{if } \angle(v_P, \sum_{n=0}^{N-1} v_n \exp(j\Delta \alpha_n)) \neq 0:
\quad\quad \text{return } 0; \\
\text{return } |\sum_{n=0}^{N-1} v_n \exp(j\Delta \alpha_n)|;
\end{align*}
\]

Algorithm 2: \textsc{ChooseSubset}(N, q)

\[ S \leftarrow \emptyset; \]
\[ (\alpha_0, \cdots, \alpha_{N-1}) \leftarrow \text{ideal phase shifts for main lobe}; \]
\[ \text{for } n \text{ from } 0 \text{ to } N-1: \]
\[ \quad \text{if } \alpha_n \text{ is within } t \text{ degs of an available phase shift:} \]
\[ \quad\quad \text{add } n \text{ to } S; \]
\[ \text{return } S; \]

A.2 Phase Calibration

Here we explain Nulli-Fi’s phase calibration in detail. In order to calibrate for the difference in the lengths of the wires coming out of each antenna element, we pick one reference antenna element \(i^*\), and calibrate the remaining antennas with respect to this reference. Note that, the process of calibration is finding the additional phase shift one has to apply to antenna \(j\) in order to bring it in phase with the reference antenna \(i^*\). To do so, we run a series of simple experiments as follows. We note that throughout all of these experiments, transmitter and receiver are directly facing each other.

- First, for a fixed \(i\), \(0 \leq i \leq 15\), we turn off all antenna elements except \(i\). We then apply phase shifts to the weight of antenna element \(i\) over time to cover all the possible phase

\[
\begin{align*}
\text{values, and capture the received power over time. For antenna element } i \text{ and its } n^\text{th} \text{ phase shift } \alpha_i[n], \text{ we denote the received signal amplitude by } a_i[n]. \\
\text{We repeat this for all } i \text{ from } 0 \text{ to } 15. \\
\end{align*}
\]

- We repeat the previous phase for all antennas \(i\) save for a chosen reference, \(i^*\). Throughout these experiments, we keep element \(i^*\) turned on with a constant amplitude \(a_0\), and for the experiment with element \(i\) and its \(n^\text{th}\) phase shift, we call the corresponding received amplitude \(b_i[n]\). Now \(b_i[n]\) is the sum of the signals received from \(i^*\) and \(i\). If there is a \(\alpha_i[i^*]\) phase shift between the two elements, then we must have

\[
b_i(t) = |a_i(t) + e^{\alpha_i[i^*] a_0}|, \]

Therefore we can find \(\alpha_i[i^*]\) by performing a simple binary search over all possible values in \([0, 360]\) degrees. An example of the two normalized curves, before and after calibration, is shown in Figure 17.

![Figure 17: Expected versus measured power of two antenna elements before and after calibration.](image-url)
A.3 Experimental Setup

**Experiment Locations.** We ran our experiments in 4 different rooms shown in Fig. 18. Two locations (a, c) were inside a lab environment with many metal cabinets that contributed to multi-path reflections. The other 2 locations (b, d) were different rooms inside apartments with many indoor objects. In all rooms, there were human subjects in the background during the experiment, thus constituting dynamic environments.

**Nulli-Fi + mm-Flex.** One transmitter/receiver pair are implemented using a single FPGA device in a full-duplex manner, i.e. transmitter and receiver functionalities are used at the same time. This pair corresponds to the transmitter and the receiver implementing Nulli-Fi.

We use a second FPGA (mounted on the same hosting chassis) which serves as the interferer. Since both FPGAs are mounted on the same chassis, long cables (5m) are used to carry the baseband signals to the corresponding transmitting antennas (the one transmitting the packets of interest and the one from the interferer). Therefore, with this setup, we are able to easily cover indoor scenarios.

Both FPGAs are managed from a control and management processor integrated in the same hosting chassis. This is used to send/receive frames to/from each baseband processor, configure ADCs/DACs, IP blocks, as well as the setup for the 60GHz Siversima RF-frontends.

A.4 Further Analysis of Nulling Performance

**Closed Form Solutions.** Alg. 1 offers a step by step solution to find nulls. It is also possible to find closed form solutions for bounds of achievable nulling performance as a function using the algorithm. This can be done by going thorough the algorithm with by keeping the symbol $\phi$ as opposed to setting it to a specific value. Doing so will result in explicit formulas for the angles for which perfect nulling is possible. For the angles that perfect nulling is not possible, we can find explicit formulas that determine the deepest possible nulls as a Piecewise-defined function of the angle $\phi$. Different cases of this piecewise-defined function are separated by the naturally occurring nulls in the original beam pattern. An example of this for $N = 8$ antennas is shown in Fig. 19(a) where there are four cases separated by natural nulls, with each case having its own piecewise formula. For example, Theorems A.1 and A.2 show examples of closed form solutions for nulling around the main lobe as a function of number of elements $N$, angle of nulling $\phi$, the main lobe angle $\phi_0$, and the maximum phase shift allowed on each antenna $\alpha^*$.

**Theorem A.1** The two closest perfect nulls to the main lobe given a maximum phase shift of $\alpha^*$ for each element are given by $\phi^* = \arccos{(\cos(\phi_0) \pm \frac{\lambda}{N d}(1 - 2\alpha^*/\pi))}$.

**Theorem A.2** For the area around the main lobe that perfect nulling is not possible, the deepest possible null at direction $\phi$ is given by $N \cos{(\frac{N}{4} \theta + \alpha^*)}$, where $\theta = \frac{2d}{\lambda} (\cos(\phi) - \cos(\phi_0))$.

Specifically, Theorem A.1 determines the areas where perfect nulling is possible, and Theorem A.2 determines the deepest possible nulls for angles where perfect nulling cannot be achieved. For $N = 8$, these formulas correspond to the case 1 in Fig. 19(a). Following similar methods demonstrated in the proofs of these theorems in section A.5 we can find explicit formulas for other cases too.

Using the closed form formulas, we have plotted the best achievable nulling performance (i.e., the lowest possible value of the pattern $P$ for each angle) for $N = 8$ antennas, and $\alpha^* = 10, 15$ and 25 degrees in Fig. 19(b). As revealed by
Figure 19: (a) The closed form solutions for the single null problem are piecewise-defined functions, with the cases separated by the nulls naturally occurring in the original pattern. Here there are four color-coded cases each corresponding to their own explicit formulas. For instance, Theorems A.1 and A.2 determine the best possible nulling for case 1. (b) Best achievable nulling performance for \( N = 8 \) elements are depicted for different angles and values of \( \alpha^* \). when a curve is not present at an angle, perfect null (i.e. \( P = 0 \)) is achievable there.

the figure, there is a trade-off between how much we lose in the main lobe, and how strongly we can null different angles. For instance, while \( \alpha^* = 15^\circ \) ensures a maximum main lobe loss of 0.3 dB, there are certain regions depicted by the green curve that cannot be nulled. As can be seen, for lower \( \alpha^* \) (orange curve) there are more regions that cannot be nulled, while a higher \( \alpha^* \) (blue) shows only an area around the main lobe that cannot be nulled. Since Alg. 1 is optimal, we believe it can help decide the degree of trade-off in different applications. This is especially useful as these curves also define as a stopping criterion for our algorithms especially when we lump in the hardware imperfections into the optimization problem. For example if we know that it is not possible to get a nulls stronger than 20 dB in the ideal case (i.e., without hardware imperfections), we can expect that with hardware imperfections the nulling performance cannot get far beyond 20 dB, as we explain in section 4.2.

**Alternative Algorithms.** In the walk-through example with 6 antennas in section 4.1, the final configuration of the antennas is shown in Fig. 4 (b4). As can be seen from the figure, pairs \( \{0,3\}, \{1,4\} \) and \( \{2,5\} \) are perfectly canceling each other, yielding a null. Looking at this configuration, one might wonder if we can always try and create pairs of opposing vectors, such that the sum of every pair is zero. However, it is possible to construct examples where this solution does not work, but Alg. 1 achieves a perfect null. In fact, for larger values of \( N \), it is possible to construct examples in which no set of \( K < N \) vectors sum to zero while the sum of all \( N \) vectors is still zero. For further information, we refer the interested reader to our git repository where we have implement and compare these algorithms.

### A.5 Proofs

**Proof of lemma 4.1.** We align the main lobe toward some angle \( \phi_0 \), and therefore the signal coming from that angle will sum up coherently. Specifically,

\[
|P|² = \left| \sum_{n=0}^{N-1} e^{-2\pi j n \cos(\phi_0)} e^{j \alpha_n} \right|^2 = \left| \sum_{n=0}^{N-1} 1 \right|^2 = N².
\]

Imposing additional phase shifts \( \Delta \alpha_n \) in order to enable nulling would give us:

\[
|P'|² = \left| \sum_{n=0}^{N-1} e^{j \Delta \alpha_n} \right|^2 = \left( \sum_{n=0}^{N-1} \cos(\Delta \alpha_n) \right)^2 + \left( \sum_{n=0}^{N-1} \sin(\Delta \alpha_n) \right)^2 \geq \left( \sum_{n=0}^{N-1} \cos(\alpha^*) \right)^2 + 0 = N² \cos²(\alpha^*)
\]

since \( |\Delta \alpha_n| \leq \alpha^* \leq 90^\circ \). Hence, \( |P'|² \geq |P|² \cos²(\alpha^*) \) and the loss in the main lobe power is at most \( 1 - \cos²(\alpha^*) = \sin²(\alpha^*) \).

**Proof of lemma 4.2.** Replacing \( \theta \), we get \( v_n = e^{jn \theta} \). Since they are unit vectors, \( v_{n-k} \) and \( v_{N-1-n} \) are symmetric around their sum. Further, we have

\[
\angle(v_k + v_{N-1-n}) = \angle(e^{j n \theta} + e^{j (N-1-n) \theta}) = \angle(e^{j N-1 \theta} \times 2 \cos(N-1-2n \theta)) = \angle e^{j N-1 \theta} + \angle \cos(N-1-2n \theta) = \frac{N-1}{2} \theta ± \pi,
\]

where the last line follows from the fact that the phase of a real number is either 0 or \( \pi \). Since the phase of these vector pair sums are the same (up to \( ±\pi \)), so is the sum of all of them, \( P \). This concludes the proof of the lemma.
Proof of Theorem 4.3. For a given nulling angle $\phi$, we identify two possible cases. First, if it is not possible to create a perfect null at $\phi$, and second, if it is possible to create a perfect null at $\phi$.

- In the first case, Alg. 1 does not stop until all vectors $v_0, \ldots, v_{N-1}$ have rotated by $\pm\alpha^\ast$. In this case, following the exact same argument in the proof of Theorem 4.4, Eq. 6 hold with equality, which means that the best nulling performance is achieved.

- In the second case Alg. 1 where nulling is possible, at some point in the algorithm, $\nu \neq 0$, so the output of the algorithm will be 0, meaning it predicts a perfect null.

In both cases, the output of the algorithm gives the best nulling performance, proving that the Alg. 1 is optimal.

Proof of theorem A.1. For a given $\phi$, assume an x-y coordinate for the complex plane, such that $\angle P(\phi) = 0$. In this coordinate, let each vector $v_k$ have the representation $(x_k, y_k)$. We are looking for the first possible $\phi$ for which there exists a set of additional phase shifts, $\Delta \alpha_n$, such that $P(\phi) = (0, 0)$. In its general form, $P$ is expressed as

$$ P(\phi) = \sum_n v_n e^{j\Delta \alpha_n} $$

$$ = \left( \sum_n x_n, \sum_n y_n \right), $$

where $\theta$ is defined according to section 4.1. Note that

$$ x_n^\ast := \min \{ \cos((n - \frac{N-1}{2})\theta + \Delta \alpha_n) | -\alpha^\ast \leq \Delta \alpha_n \leq \alpha^\ast \} $$

$$ \in \{-1, \cos((n - \frac{N-1}{2})\theta \pm \alpha^\ast)\}. $$

In this case, Alg. 1 where nulling is possible, at some point in the algorithm, $\nu \neq 0$, so the output of the algorithm will be 0, meaning it predicts a perfect null.

Further, we can bound the absolute value of the pattern $P$ as follows.

$$ |P(\phi)|^2 = \left( \sum_n x_n \right)^2 + \left( \sum_n y_n \right)^2 $$

$$ \geq \left( \sum_n x_n^\ast \right)^2, $$

where we have bounded the second term with zero. This inequality holds as long as $\sum_n x_n^\ast$ is positive, which is true around the main lobe, before the first possible null.

Let us rotate each vector $v_n$ to get $x_n^\ast$ as its x component. Using lemma 1, $v_n$ rotates by $\pm \alpha$ if and only if $v_{N-1-n}$ is rotated by $\mp \alpha$. This means that the two vectors remain symmetrical around the x axis. Therefore, we will necessarily have $\sum_n y_n = 0$, bringing equation 6 to an equality. Hence, as long as $\sum_n x_n^\ast > 0$, nulling is not possible.

The first point at which nulling becomes possible can therefore be derived by finding the solution to $\sum_n x_n^\ast = 0$. Using equation 5 combined with lemma 1, we get

$$ \sum_{n=0}^{N-1} x_n^\ast = 2 \sum_{n=0}^{N-1} \cos((n - \frac{N-1}{2})\theta + \alpha^\ast) = 0, $$

The solution to which is $\theta = \pm \frac{2}{N} (\pi - \alpha^\ast)$, or its corresponding $\phi$ value given in the theorem.

Proof of Theorem A.2. Using Theorem 4.3, we have to run the output of the algorithm for the assumptions in this theorem. Since nulling is not possible, the algorithm will run from 0 to $N-1$, yielding vectors $\cos(n\theta + \alpha^\ast)$ for $0 \leq n \leq \frac{N}{2} + 1$, and $\cos(n\theta - \alpha^\ast)$ for $\frac{N}{2} + 1 \leq n \leq N-1$. Summing them up, we get the result in stated in the theorem.